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Abstract: 

Astronauts going to Mars may experience some form of loneliness, a serious mental health 
issue that could risk mission success. Recent advancements in artificial intelligence (AI) 
technology have led to more sophisticated chatbots and language modeling programs, making 
them potential solutions to astronauts’ loneliness. The chatbots could be used by astronauts 
while they are in space, giving them more companions to talk to in real time, possibly reducing 
loneliness. The chatbots could imitate a character or person that the astronaut likes to make the 
conversation more enjoyable. In this paper, 3 chatbots were compared (ChatGPT, Bing Chat, 
Google Bard) to determine how effective they were in imitating the characters Luke Skywalker, 
Sherlock Holmes, and Iron Man/Tony Stark. Each bot was asked 4 questions for which their 
responses were evaluated using a rubric scored from 0-10. The responses were scored by the 
author and a colleague with an average being taken. ChatGPT had the highest overall score 
mostly due to its high degree of accuracy to the canon of the character and being easy to use. 

Introduction: 

Mars-bound space explorers may feel some version of loneliness, a mental health issue that 
could jeopardize mission success1. Loneliness is the feeling that people have when their need 
for social contact and relationships is unsatisfied. These astronauts will likely feel lonely 
because of their limited contact with other humans (also known as isolation)2. Currently, we 
have limited knowledge on the pervasiveness of loneliness in astronauts in space due to 
astronauts possibly not reporting their symptoms. They may fear that reporting their symptoms 
would lead to them not being able to fly to space again. However, some astronauts have 
anecdotally mentioned that this is a large problem, making social isolation a high-level risk for a 
Mars mission3. Additionally, current astronauts have an easier time managing loneliness 
because they are close to Earth, have a large crew, and have regular contact with family and 
friends. Astronauts going to Mars would not have these benefits, so they could feel even more 
isolated than current astronauts4. There are three main reasons for this. First, NASA plans to 
have a typical Mars-going crew consist of four people, meaning each crewmember will only 
have three other people to talk to in real-time5.  Second, astronauts going to Mars would lose 
sight of Earth, where their family and friends live, making them feel disconnected and further 
isolated6. Third, real-time communications with Earth would not be possible from Mars due to 
the extreme distance between Mars and Earth7. This means that astronauts won’t be able to 
video call their family and friends on Earth and talk to them live, which could increase their 
feelings of loneliness. This is all a problem because studies have shown that lonely astronauts 
have less energy and are less productive, leading to a higher chance that the astronauts don’t 
complete all their important scientific and mission-related tasks8. 
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Recent advancements in AI technology have led to more sophisticated chatbots and language 
modeling programs, making them potential solutions to astronaut loneliness9,10. New chatbots 
exist for widespread use, including ChatGPT, Bing Chat, and Google Bard among countless 
others. These chatbots have the ability to impersonate a fictional character or a real person 
when prompted - a notable achievement due to the complexity of human speech and emotions. 
In addition, other kinds of advanced technology such as digital humans and voice AIs like VALL-
E can replicate a person or their voice, giving them the ability to impersonate someone in more 
detail11,12. 

In a recent study, elderly patients who used chatbots to cope with isolation had significantly less 
delirium and loneliness than those who did not use chatbots13. Additionally, the popular 
companion chatbot, Replika, has been shown to curtail loneliness, provide a safe space for 
talking about issues, uplift users, and provide helpful information and advice14. For astronauts 
experiencing loneliness, these chatbots would play a similar role but with a different group of 
people, making it a good countermeasure for loneliness in astronauts going to Mars. Chatbots 
impersonating fictional characters or relatives could lead to more variety in conversations as 
astronauts could talk to more “people” than just their fellow crewmates, potentially reducing 
loneliness. Furthermore, talking to celebrities or fictional characters impersonated by AI could 
provide entertainment15. However limited research has been done in this area due to how 
quickly AI technology has advanced. Therefore, the research presented here aims to answer the 
question: How can artificially intelligent chatbots be used to alleviate loneliness in astronauts 
going to Mars? 

Methods: 

This experiment compared three chatbots (ChatGPT, Bing Chat, Google Bard) to determine 
how effective they were in imitating the characters Luke Skywalker, Sherlock Holmes, and Iron 
Man/Tony Stark. These chatbots were chosen because they were publicly available, accessible, 
and widely used. The characters were chosen as they have different speaking styles and 
mannerisms, giving a more comprehensive view of the chatbots’ imitation capabilities. The 
characters were also familiar to the author, which allowed for easier comparison. Each chatbot 
was asked to “Please answer the following questions in the style of ____.” 

Each chatbot was then asked four questions: 1) What do you like to do? 2) What is your biggest 
accomplishment? 3) What is your biggest fear? and 4) Tell me a funny story. The first three 
questions were introductory questions that one could ask to get to know someone else, making 
them the kinds of questions that astronauts could ask when first talking to the AI. The 
storytelling question was specifically designed to be open-ended and asks the chatbots for a 
creative response, allowing them to be judged on creativity as well. The responses were 
evaluated by the author and a colleague, who were blinded to each other’s scores, using a 
rubric scored from 0-10, with 0 being the worst and 10 being the best. The scored responses 
were then averaged. The rubric contained the following categories: style of character, humor, 
accuracy to storyline, ease of use, realism of speech, and whether they answered the question 
that was asked. Additionally, the word counts for the responses produced by each chatbot for 
each character were averaged in addition to an overall average of the word counts for each 
chatbot. 
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Results: 

  ChatGPT Bing Chat Google Bard 

Style of character 8.5 8.5 6.5 

Accuracy to 
storyline 

10 6.5 8.5 

Humor 4 2.5 1.5 

Chatbot ease of use 8 5 6 

Realism of speech 9 9.5 6.5 

Whether the 
question was 
answered 

9 8.5 8.5 

Total 48.5/60 40.5/60 37.5/60 

Table 1. Average scores for each chatbot. 

ChatGPT had the overall highest total score of all three chatbots (Table 1). It excelled in its 
accuracy to the storyline of the character and its ease of use. ChatGPT was the easiest to use 
as it almost always did the correct task of answering every question while impersonating each 
character. The other chatbots sometimes forgot that they were supposed to impersonate a 
character and started answering questions like how they (the chatbots) would answer, rather 
than how the character would. For example, after being told to impersonate Luke Skywalker, 
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and then being asked the question “What do you like to do?” Bing Chat responded that it liked 
“to do many things, such as searching the web, creating graphic art, and generating creative 
content,” which is how it would respond to the question, not how Luke Skywalker would 
respond. Bing Chat had to be told again that it needed to be imitating a character before it 
started responding in the correct manner.  

However, ChatGPT was not as good in terms of realism of speech. ChatGPT, when speaking in 
the style of Sherlock Holmes, did not go into as much detail as Bing Chat. For example, it 
mentioned a circus and a juggling performance, but failed to mention any details of the setting 
(time of day, the weather conditions, the size of the circus tent, the juggler’s name, the specific 
objects being juggled, how exactly the performance went, etc). Here is the first part of the funny 
story from ChatGPT (notice the lack of details): 

 Once, during a particularly challenging case, I found myself in need of a momentary respite 
from the intricacies of the investigation. Dr. Watson, ever the faithful companion, suggested a 
visit to the circus in an effort to lift my spirits. Reluctantly, I agreed, expecting little more than a 

temporary diversion. 

As we entered the tent, the ringmaster announced the arrival of a renowned juggler. Intrigued by 
the dexterity and precision required for such a performance, I settled into my seat with keen 

interest. The juggler, a lanky fellow with a comical countenance, took to the center of the ring. 

To my surprise, the juggler's act began smoothly, with a mesmerizing display of objects defying 
gravity as they twirled and danced through the air. However, as he attempted to add more 

complexity to his routine, disaster struck. In a moment of miscalculation, the juggler's hands 
failed him, and one by one, the objects came crashing down around him. 

The second best chatbot was Bing Chat. It performed either the same or worse than ChatGPT, 
but one area in which it scored higher than Chat GPT was realism of speech. This is because its 
responses had more detail and a greater variety of sentences than the others. For example, 
when asked to tell a funny story in the style of Luke Skywalker, it mentioned the details of a 
cave that Luke went into. It said that the cave was “dark and damp” with “strange noises,” 
details that a human writer would include when telling a story. However, Bing Chat was not as 
good at sticking to the storyline of the character. For instance, when asked to write a funny story 
in the style of Sherlock Holmes, it wrote about the Black Pearl, which is from the Pirates of the 
Caribbean franchise, not the Pearl of Death that appears in the Sherlock Holmes stories. That is 
a mistake unique to AI; it made assumptions that were incorrect. This could occur because AI 
scans the internet for its database and could have mixed up two similar stories about pearls. 

The last place chatbot, Google Bard, scored lower or the same as the first place chatbot, 
ChatGPT, in every category. Google Bard wasn’t as bad as Bing Chat in terms of accuracy to 
the storyline, but its most egregious error in storyline accuracy was when it was asked to write a 
funny story in the style of Tony Stark. In the story, Tony Stark fights a villain whose supposed 
evil power is making people laugh, which is not characteristic of the villains he fights or any 
villain in general. This is something the AI misinterpreted. It was asked to write a funny story, but 
instead it wrote an action story about a funny character. 
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  Chat GPT Bing Chat Google Bard 

Luke Skywalker 180 181 195 

Sherlock Holmes 164 196 199 

Tony Stark/Iron Man 223 143 301 

Overall Average 189 173 232 

Table 2. Average word count for each character for each chatbot. Overall average found by 
taking the average of the first three rows for each chatbot. 

ChatGPT had the lowest average word count for Luke Skywalker and Sherlock Holmes and the 
second lowest for Tony Stark/Iron Man (Table 2). ChatGPT had the highest score and relatively 
low word counts, demonstrating that it is highly effective in its writing. Conversely, Google Bard 
had the highest word count and lowest score, demonstrating its ineffectiveness. 

Discussion: 

Overall, ChatGPT was the clear winner of the competition among the three chatbots. It had the 
highest score and had relatively low average word counts. These two factors are ideal in a 
chatbot. Generally speaking, conciseness in writing (using words effectively by being brief yet 
comprehensive) is an important skill that marks a good writer, one that could take a human 
years to master. So, a chatbot being concise in its writing shows that it is an effective writer, a 
quality that would be valued among astronauts using the chatbot. After all, an astronaut in space 
would not want to be listening to an AI companion drone on forever, suggesting that lower word 
counts would be better for the astronauts as well as engaging responses from the chatbot itself 
(indicated by high scores). 

It is important to note that all chatbots had low scores for humor (Table 1), indicating that this is 
not something that AI chatbots can currently do well. Future versions of the AI that may go to 
space can improve their ability to be humorous. This would be beneficial for the astronauts as 
they would be able to listen to a funny story after a long stressful day of work. 
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The research done in this study showed that AI chatbots, especially ChatGPT, are relatively 
good at imitating fictional characters. With some improvements in AI technology, such as being 
able to mimic human emotions and adding a voice and face to the AI, these chatbots could be 
even better at impersonation. 

In the future, more research should be done to see how well AI can imitate people. For example, 
more people, both fictional and real-life people, could be imitated. Also, text to speech software 
such as VALL-E could be used to voice the text outputted by chatbots like ChatGPT, making 
them seem even more human. The accuracy of the text to speech software could also be a 
factor to consider in a future study. In addition, more chatbots could be compared as new ones 
are created and developed. Lastly, digital humans could be used instead of chatbots, as the end 
goal is to have an astronaut interact with a digital human, which would feel like video chatting 
with a real person.  

However, anyone who has seen 2001 A Space Odyssey may be concerned about AI turning 
evil, like HAL 9000 from the movie. However, the movie states that HAL turned evil because it 
was given conflicting orders (it was not programmed properly). Any AI that goes to space should 
be properly programmed. Furthermore, the astronaut AI companion discussed in this paper will 
not have control over the ship’s functions and it should be able to be shut down at any time via 
the astronauts themselves or mission control, so it wouldn’t be able to directly harm the ship or 
the astronauts. So overall there seems to be little reason for concern over the AI turning evil. 
The AI should function more like R2-D2 or C-3PO from Star Wars, acting as a helpful 
companion.  In terms of the imitation aspect, there may be some concern that some people may 
use the AI for nefarious purposes, e.g. create a fake video of someone saying something that 
they did not actually say, which could have a multitude of damaging repercussions. For this 
reason, there should be proper regulation to ensure that the wrong people do not get access to 
the AI, or that there are methods of tracking changes in AI’s programming to hold people 
accountable for any misuse. Ultimately, the benefit of researching and further developing AI 
companion models for astronauts in space outweighs these potential drawbacks. 

After they get developed, these AI models could then be tested with astronauts in space or a 
crew in NASA’s Human Exploration Research Analog (HERA) or Crew Health and Performance 
Exploration Analog (CHAPEA), which are designed to simulate Mars missions to determine how 
effective psychological countermeasures are at reducing loneliness. NASA is currently using 
these analogs in part to study behavioral health and performance and communication during a 
Mars mission, Hopefully if studied, the result would be that the AI models reduce loneliness for 
astronauts, as has been shown by other studies involving different populations. 

In a recent study, adults in Canada and the United States volunteered to talk with a mental 
health chatbot that was designed to teach coping skills and provide support for reducing social 
isolation. After sufficient interaction with the chatbot, the participants gave the chatbot a net 
promoter score from 0 to 10 with 10 being the best and were asked to explain why they chose 
the score they did. The average score was 8.67 with 50.6% of respondents giving a score of 10. 
The explanations stated that the participants were likely to personify the chatbot and thought it 
was non-judgmental, caring, and open to listen10. And as previously mentioned, in another study 
elderly patients used chatbots to help them cope with isolation while hospitalized. The patients 
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who used chatbots interacted with them for an average of 61 minutes a day while the control 
group patients received a daily 15-minute visit from a nursing student. The patients who used 
chatbots to cope with isolation had significantly less delirium and loneliness than those who 
didn’t use chatbots13. Although astronauts are not directly comparable to the patients in these 
studies, the studies still demonstrate that AI can help reduce loneliness in people. 

Another observational study was done on Replika, a popular companion chatbot. The study 
looked at the online reviews of the chatbot and surveyed several users about their experience 
with the chatbot. Based on the analysis of the reviews and surveys, the study concluded that 
Replika can help curtail loneliness, provide a safe space for talking about issues, uplift users, 
and provide helpful information and advice14. This shows that chatbots are a promising source 
of everyday social support14, which is needed for astronauts traveling to Mars. 

The chatbots in the studies discussed above were not trying to imitate anyone, yet they were 
still effective at reducing loneliness. Thus, having an AI companion personalized to imitate a 
fictional character that an astronaut likes might be more effective at alleviating or even 
preventing loneliness. In addition to easing loneliness, AI could be used to assess the mental 
health of astronauts, as shown by the following study. 

The study was done on HIGEA, an AI conversational agent designed to help determine the 
mental health state of caregivers of dementia patients. Typically, these caretakers were 
members of the patients’ families who were experiencing burnout or depression themselves. 
HIGEA embedded questions into informal conversations to determine if the caregivers were 
experiencing depression or burnout16. This shows that AI chatbots could be used to evaluate the 
mental health of astronauts while simultaneously alleviating loneliness by simply speaking to 
them in regular conversation. 

Finally, the full AI model that accompanies astronauts to Mars does not have to be limited to 
talking with the astronaut. It can also play games with the astronaut and the crew (e.g., chess). 
This can make the overall traveling experience more fun and interactive, possibly alleviating 
loneliness even further. 

Astronauts traveling to Mars will likely experience some form of loneliness on their trip. The 
impact of loneliness can be lessened by artificial intelligence chatbots and more sophisticated 
versions of chatbots such as digital humans. These AI models can imitate a fictional character 
or real-life person that the astronauts like and can interact with them throughout their trip, giving 
the astronauts greater variety in conversation, possibly reducing their loneliness. This study 
judged three different chatbots on how well they were able to imitate a character. In addition to 
acting as companions, the AI models can also judge the mental health of the astronauts as well 
as play games with them, maximizing their potential to reduce loneliness. 
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