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ABSTRACT

The rapid growth of artificial intelligence (Al) has allowed for unprecedented progress
across disciplines, but has also introduced new cybersecurity threats. Among these are
machine-learning (ML) powered side-channel attacks. In this paper, we explore optical
side-channel attacks, and the role ML plays in this attack vector. We investigate the feasibility of
vision-based keystroke inference as an automated attack vector. Using a publicly available
dataset of typing videos from Hugging Face, we frame the problem as a supervised
classification task and systematically explore a minimal yet effective Neural Network (NN)
pipeline. Our experiments compare five neural network architectures: EfficientNet_BO,
ResNet-8, MobileNetV2_100, ConvNeXt_Tiny, along with a Feed-Forward multilayer perceptron
(MLP). We also explore ten critical hyperparameters and discuss how variations affect
performance. We train 26 models with varying hyperparameters, using Kaggle P100 GPUs. We
evaluate models using F1 score, training loss, validation loss, and validation accuracy. Results
indicate that a pretrained MobileNetV2-100 architecture, trained on min-max normalized,
transformed and generously labeled data without time context, with class balanced training, a
hidden layer, dropout regularization, and a time-based learning-rate schedule, achieves the best
performance with a peak F1 score of 0.542. Our findings demonstrate that effective keystroke
inference can be achieved with relatively modest computational resources and without
sophisticated preprocessing or postprocessing. This suggests that such attacks are within reach
of moderately skilled adversaries and highlights the need for countermeasures to such attack
vectors. We discuss limitations of this work, chiefly dataset frame-label mismatch, and propose
directions for future work such as blind keystroke recognition and inference on mobile devices.
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1 INTRODUCTION

Artificial Intelligence (Al) has progressed rapidly in recent years, surpassing prior expert
predictions. Al has been shown to be a transformative force in many fields, with cutting-edge
models being able to outperform humans in many tasks. Use of Al to solve complex problems
has been instrumental for groundbreaking scientific developments in many expert fields. In
biology, Google’s AlphaFold and AlphaFold 2 have been revolutionary in predicting protein
structure [1]. In chemistry, generative Al methods have helped discover millions of specific
chemical structures that were beyond human chemical intuition [2]. In mathematics, recent
advancements showcase Al’s ability to come up with novel syntax, with models being able to
advance the forefront research on advanced mathematical problems [3]. In Physics,
physics-informed Al algorithms have been used to solve computational physics problems [4].
literature presents a mere fraction of Al contributions in cutting-edge science. Outside
academia, commercially available Al tools such as GPT-5 have also been shown to be,
depending on context, superior to the average human’s performance in benchmark tests.
Results from the Theory-of-Mind reasoning benchmark BigToM [5], and the ARC-AGI
benchmark [6], demonstrate that Al's reasoning and comprehension capabilities closely align
with human levels. Other benchmark tests such as GPQA [7] show that these tools already far
surpass the average human in tasks involving solving complex, PhD-level problems in the
domains of biology, physics, and chemistry.

With such advancements, there exist computer security concerns. The field of
cybersecurity has rapidly evolved in importance since the internet’s inception, specifically, the
wide popularization and subsequent adoption of the Internet of Things (loT) technology. It is
defined as the field of protection of “cyberspace and cyberspace-enabled systems from
occurrences that misalign de jure from de facto property rights" [8]. The importance of
cybersecurity has been highlighted on many occasions, from the far-reaching WannaCry
ransomware attack in 2017 [9], to the politically-charged and targeted attack by Russian hackers
of the Ukrainian Power Grid in 2015 [10].

Computer security concerns arising from the fast advancement of Al are well-founded
and justifiable. Al capabilities enable the scanning for vulnerabilities, development of malicious
software, and the ideation of fresh attack vectors, all at a pace previously unattainable by
humans. This indicates a dire future whereby zero-day vulnerabilities and sophisticated
cyberattacks threaten systems globally. Research into the current and potential capabilities of Al
systems indicate that they are more than competent in areas of cyber-attacks, from intelligent
target profiling and vulnerabilities detection, to Al-driven self-learning malware. Al can take over
multiple stages of the “cybersecurity kill chain” [11]. While current Al threats may be more
theoretical than applied, more needs to be done to unearth potential attack vectors.

We posit that this field requires immediate attention because of a series of concerning
factors:

1. Al growth is challenging to model, with studies showing that predicted timelines
independent of expert competence do not correlate with actual growth [12], [13].
Empirical data consistently demonstrate that Al capabilities are advancing at a rapid
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pace. Given the unpredictability of future development trajectories, it is prudent to
consider scenarios in which this growth persists. Thus, it is paramount that we investigate
the use of Al when it comes to cyberattacks, even if such attacks are presently not being
utilized on a large scale. This ensures that appropriate guardrails and countermeasures
are in place should Al become a significant threat in cyber space.

2. The issue of Al alignment is an important consideration. Alignment is the technical
problem of imbuing Al systems, often black boxes to external observers, with a set of
strict ideals and ethical principles that lead to a set goal. Research shows that as virtuous
alignment improves, this increases the ease with which malicious models can be
misaligned—through model, input, or output tinkering [14]. This presents a catch-22,
whereby as Al models and their alignments improve, the easier it is for malicious actors
to coerce and utilize such models for more sophisticated cyber-attacks.

3. Lastly, the sheer velocity of Al development leads to a widening in the gap of
competencies between cyber-attacks and cybersecurity. This gap reflects a
well-documented asymmetry in cybersecurity, where defensive systems are inherently
reactive and consistently lag behind the rapidly evolving threat landscape. This gap is
steadily widening in the cybersecurity Al arms race, as Al has supercharged the
advancement of attack vectors, allowing malicious actors to overcome defenses and find
undiscovered techniques, bolstering their ability to stay ahead of defensive
developments. A comprehensive study in this area highlights the need for “continuous
innovation and collaboration in the cybersecurity field” for Al-powered defenses to keep
pace with such attacks [15].

In this paper, we shall explore the use of Al, more specifically, vision-based machine
learning, in optical side-channel attacks involving keystroke inference. Machine learning (ML)
techniques used involve artificial neural networks (NNs), defined as “nonlinear statistical data
models that replicate the role of biological NNs” [16]. Vision-based ML refers to computer vision
NN models, which specialize in processing visual data in the form of an image tensor, extracting
information from the image, and generating desired output [17]. We treated the problem
statement as a supervised classification ML problem, which involves training a model on labeled
data, to ideally create a generalized model that can successfully predict discrete categorical
outputs for external data. Side-channel attacks are attacks that exploit information leakage
indirectly by a system during its operation, rather than breaking the system’s intended security
mechanisms directly [18]. Examples include inferring sensitive information like keystrokes
through acoustic emanations [19], through wireless network connections [20], or through power
supply fluctuations [21].

The focus of study was chosen as it comprises another frontier of cybersecurity that must
be sufficiently researched for appropriate defenses to be created to counter future threats. While
the traditional space of cybersecurity will be faced with novel and increasingly sophisticated
attacks, these attacks are limited to within cyberspace. However, side-channel attacks reveal
another dimension of attacks that can be carried out—those outside of cyberspace. Information
extraction from physical leakages of the system is difficult to discover and counter effectively.
Furthermore, side-channel attacks are uniquely positioned to be empowered by increasingly
sophisticated ML algorithms [22]. This is due to these systems' unparalleled ability to analyze,
comprehend, and interpret data that may seem to a human like random and incoherent. ML is
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able to achieve intelligent human imitation, with NNs able to model the flexibility and ingenuity of
human pattern recognition [23], but with superior processing speeds, higher information storage,
and more efficient information transmission [24]. Al can sift through noise and find patterns at a
rate previously not computationally possible, leading to novel side-channel attacks that are more
effective in capturing sensitive data.

Thus, Al poses a large threat to the field of side-channel attacks, and research into the
field is needed.

This paper focuses on one type of side-channel attack: optical keystroke inference
attacks. We examine the use of ML for automated visual hacking, also colloquially known as
“shoulder surfing” or “visual eavesdropping”, where passive video collection of keystrokes is
used for data extraction. This is notably different from typical side-channel attacks, which tend to
be more covert in nature, such as the aforementioned acoustic emanations or power fluctuation
analysis. However, as the system itself does not need to be breached to engage in such an
attack, it still falls under the classification of a side-channel attack. The rationale behind this
choice of attack was twofold.

First, computer vision is an area that is rapidly developing and could grow to pose
significant dangers. The problem of computer vision has intrigued computer scientists for years,
as it entails giving algorithms the subjective ability of vision. However, in recent years there has
been great success in this area, with the shift towards Convolutional Neural Networks (CNNs)
[25] that are better able to extract features from images. However, with ML that is more
accurately able to comprehend images comes a large array of potential cases of misuse. Issues
of surveillance and privacy is one [26], and in this paper, we explore another alternative
malicious use case, that being computer vision analysis of keystrokes. With computer vision,
attack vectors that would have had to be manually conducted, such as human keystroke
inference, can now be automated to be undertaken at far higher speeds and accuracies. What
would have been an unfeasible attack vector due to limited scalability and human error, can now
be a viable strategy for malicious actors.

Second, keystroke inference from passive video capture presents a real-world problem.
Visual inference of keystrokes is an attack vector that can be used by malicious actors in public
areas. This issue is exacerbated by growing trends of sensitive operations being conducted in
public, on personal devices such as laptops and mobile phones. Such behaviors, like online
banking, are now often conducted where passive video data can be easily recovered. For
example, the prevalence of security cameras could potentially provide footage for such attacks.

Since both the method of attack is developing in sophistication and the difficulty of attack
is increasing in ease, we thus chose to investigate this problem.

1.1 Related Work
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Conducting a literature review, we examined 3 papers that explored a similar threat
space. These papers were chosen to provide a range of different methodologies, conclusions
and focuses.

1.1.1 Leveraging Disentangled Representations to Improve Vision-Based Keystroke
Inference Attacks Under Low Data Constraints (Lim et al., 2022) [27]

This paper explores video domain adaptation by introducing synthetic data into training.
The purpose is to showcase a realistic use case of keystroke inference that does not require an
unrealistic amount of input data. The study was able to achieve 95% accuracy in character
detection with only 100 videos of 300 frames each. This indicates an increased practicality of
such keystroke inference attacks.

In terms of methodology, they utilized 10% of the training set as a validation set. Labels
were limited to 26 letters and 4 additional tokens. They scored the model on character detection
accuracy, and on postprocessing of their output on language models. They utilized Bleu-n,
ROUGE, and METEOR, which are metrics for word coherence and precision.

Their conclusion was that deep learning methods could be used by adversaries to
achieve accurate models with limited data. The authors also argued that, holding all other
hyperparameters constant, an attacker using deep learning methods would outperform one with
a shallow method. This is an observation in other fields of computer vision problems.

1.1.2 ClearShot: Eavesdropping on Keyboard Input from Video (Balzarotti et al., 2008) [28]

This paper presents a, at the time, novel approach to keystroke inference from video,
utilizing motion tracking, sentence reconstruction, and error correction. The researchers
constructed a tool, called ClearShot, that can extract a substantial portion of typed data from
video.

Their methodology involved a frame-by-frame analysis, whereby each frame of data was
the input for the NN, with output being a solution space of possible keystrokes. This was then
input for text analysis, which, utilizing context and language-sensitive error correction, produced
an array of possible words for each word in a reconstructed sentence.

Researchers attempted optical flow analysis, using temporal context via previous frames
to make an informed analysis of a certain frame. However, due to the proposed reasons of noise
and complexity in typing patterns, this proved unsuccessful. Researchers also disregarded
using skin tone analysis as it was seen as inefficient and sensitive to the whole hand placement,
rather than to only movement in the fingertips of video subjects.

They concluded that this was a viable vector of attack with a reasonable recovery rate
near that of other side-channel attacks of the time, and comparable to humans tasked with the
same visual keystroke inference.
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1.1.3 Towards a General Video-based Keystroke Inference Attack (Yang et al., 2023) [29]

This paper aims to increase the feasibility of keystroke inference attacks by training
models that function in realistic attack scenarios. Researchers created a pipeline for an attack
that assumes no pretraining with training data, no knowledge of keyboard layout nor typing
style, and no external sensors. Using purely video data collected in noisy environments with a
commercially available camera, the study was able to create an accurate keystroke inference
model.

A two-layer self-supervised system was used, where initial hand tracking is used to run
keystroke detection/clustering for the video, which is processed by a language-based model to
recognize keystrokes based on occurrence. This provides the labels for CNN model training,
which took single-frame data as input along with a label assigned from the first layer. This
self-supervised model was able to predict characters with a 92-97% accuracy, depending on the
character, with only about 3000 keystrokes, equivalent to 15 minutes of typing. The model was
able to adapt to different environments, keyboards, and users with different speeds and styles of

typing.

This paper was able to show that a general, vision-based keystroke inference attack
could be a feasible attack vector despite short footage and a lack of pretraining.

1.2 Our Contribution

This paper intends to explore a similar problem space to the three studies mentioned
above. As a synthesis paper, we plan to examine the process of creating a NN to solve this
problem, sharing the considerations that factored into the final model. We will also explore the
permutations of different parameters and how they affected performance. For example, we will
compare various easily accessible vision models, conducting a parallel study to compare how
each model performs.

The pipeline we intend to use is one simpler in nature, with just a CNN without significant
preprocessing nor postprocessing. The goal of this project is to synthesize the fundamentals
of keystroke inference models, and construct a baseline model with a reduction in
complexity, comprising only the most critical components. This was partially a practical
decision due to a lack of expertise in the area, along with the desire to build our pipeline from
the ground up in order to document the entire process. From a significance perspective, this can
provide the scientific community with a grasp on what an amateur can achieve using publicly
available resources, a case study that could be more indicative of what the majority layman
population of malicious actors are capable of.

1.3 Hypothesis

Our hypothesis is that a suitably generalized model can be trained from a limited dataset,
using an unsophisticated model. We define suitably generalized as a model that can perform
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well with fresh test data, with the metric for this performance being the F1 score. A limited
dataset is defined as a video dataset that has a total length of less than 2 hours. This number
was chosen as it is rather feasible for malicious actors to obtain footage of such length, for
example through security cameras, or via manual filming in a public space such as a work cafe.
Lastly an unsophisticated model refers to one that comprises just the NN, without significant
preprocessing nor a complex pipeline as seen in all 3 of the studies we reviewed in Section 1.2.

1.4 Structure of this paper

This paper will be structured as follows. In the above few sections is the introduction,
where terms are defined and background information provided. A literature review was also
conducted to lay the groundwork for our further research.

The following section is Methodology, where we will discuss the experiments conducted
and the different considerations that went into hyperparameter values. We will first go over our
dataset and its preparation. Next, we will discuss the network itself, providing a comprehensive
explanation as to certain developmental decisions made, with the explicit goal of providing a
well-reasoned, coherent, and easily replicable experiment. We will also explore some of the
additional components we may have chosen to exclude, and the rationale behind these choices.
Then, evaluation criteria will be outlined including our driving motivation behind them.

Next will be the results and analysis section, where we will share the data collected from
these experiments in graphical form. This includes results across different variations of the
model, organized into 10 different experiments. We will analyze each experiment to draw
conclusions about varying hyperparameters.

Lastly, in the Conclusion section, we will discuss the implications of our project, and

address whether our hypothesis is to be accepted. We will also explore certain study-wide
limitations along with avenues for future research.

10
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2 METHODOLOGY

An overview of our methodology is as follows. We utilized a standard workflow, with our
model framework built on PyTorch, a Python library regularly employed by ML researchers.
PyTorch, developed by Facebook Al Research lab (FAIR) in 2016, provides significant
capabilities such as Graphics Processing Unit (GPU) acceleration through Compute Unified
Device Architecture (CUDA), along with easy integration with existing Python modules, granting
it flexibility and lasting forward compatibility. It rapidly became a reliable tool for researchers,
with the majority of ML research using PyTorch implementations today, as seen from a cursory
exploration of papers on arXiv and in top conferences.

The following sections go into the details regarding the considerations and decisions
made in our data preparation, model training, and model evaluation phases. Our code base can
be found attached in a GitHub Repository at the end of this paper.

2.1 Standard Methodology

To provide background and terms for Sections 2.2-2.8, we will give a brief overview on
standard methodology within the space, from our literature review and expert guidance.

Studies begin with the finding or collection of data. For larger-scale operations, this can
involve collecting data from experiments directly. However, this is resource-intensive due to the
large amount of data required, and is thus often undertaken only by universities, labs, and
for-profit enterprises. For individual researchers, this is often less than feasible, and as such
many empirical studies in ML mainly rely on the data available on code-hosting platforms like
Hugging Face. These provide large, publicly available datasets that can be used for training.

Data preparation is the next step, often taking up most of the actual experimental time.
One study suggests such preparation work comprises 80-90% of the project itself [30]. One
element of preparation is data labelling. Data must be accurately labelled to ensure the model is
being trained on valid information [31]. Otherwise, the common axiom of “Garbage In Garbage
Out” holds true, whereby the quality of output from a NN is only as valid as the data that is fed
in. Data preparation also involves gauging possible issues with the data and solving it
preemptively. An element of this is data normalization, where data is sanitized and standardized.
This is to ensure that the scale of features present the dataset is in the same range, such that
no one feature contributes disproportionately to the model’s output.

Once the data is prepared, we move on to the loading and training phases.

Loading data involves batching and shuffling. Batching is the grouping of samples
together for the model to process concurrently, which improves efficiency and speed of training,
while stabilizing gradient estimates. For this step, the batch size is a variable that can and
should be adjusted through iterative development—smaller batches are better for memory and
generalization, but face longer training times and noisier gradients, and vice versa for larger

11



ﬁ Research Archive of

: Rising Scholars (preprint) Where bright minds share their learnings

batches. Meanwhile, shuffling is often automated in Python PyTorch, and involves
randomization of samples for training such that models do not overfit to the sequence of data.

Training phase involves a NN that should be designed with the goal in mind. NNs can
take many forms, and for this paper we went with both a CNN and a standard feed-forward NN
to compare the two. Both architectures employed different commercially available models, and
different hyperparameters such as hidden layers and dropout rate. Most of our NNs used a
similar input and output structure, that being an input of one frame and an output of a label
between 38 classes, comprising 26 letters of the alphabet, 10 number characters, space, and a
blank character denoting a frame where no keystrokes are occurring. Lastly, some training
hyperparameters such as epoch count, learning rate, and optimizers are chosen.

When training is run, cycles iteratively tweak each parameter in the NN through training
loss and back propagation. The validation dataset is used to generate validation loss. This is a
good metric for the quality of training, since it is data the model is not trained on. For example,
validation loss increasing while training loss decreases is a standard signal of overfitting.

Lastly, the trained model is evaluated, and the whole cycle is repeated with varying
parameters to conduct a review of different components of the pipeline.

2.2 Dataset

The dataset used in this study was sourced from Hugging Face. This was the
“‘Keystroke-Typing-Videos” dataset published in 2025, by user Andrew Tran
(https://huggingface.co/datasets/andrewt28/keystroke-typing-videos). The dataset comprised
800 videos with a mean video length of about 6.73 seconds, and an average of about 29.5
frames per second, giving a database of 158854 frames and 40862 frames with keystrokes. The
data was also labelled with a keystrokes array, indicating the key pressed and millisecond
timestamp data, along with the full sentence typed.

We separated the dataset into 620 videos for training, and 120 videos for validation and
testing.

2.2.1 Why it was chosen

The dataset was chosen as it was the most appropriate dataset publicly available. The
video data had a consistent user typing, a consistent keyboard, and a consistent camera angle.
Lighting was also largely consistent. Keeping these other factors controlled was imperative to
ensure the prospective NN trained on such a dataset would only generalize based on hand
placement, and not on other features. The author was also meticulous in labelling the
timestamped information of keypresses, thus ensuring that frame-by-frame analysis was
possible, as we could infer the frame labels.

Example images of the dataset are shown below in Figures 1a and 1b.

12



ﬁ Research Archive of

o Rising Scholars (preprint) Where bright minds share their learnings

Sample Frame 1 Sample Frame 2
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Figures 1a, 2b, respectively: These sample frames of the dataset are two different frames from
different videos, and illustrate how lighting, keyboard position, and user are all kept constant
throughout the videos.

2.2.2 Frame-Based analysis

The choice to conduct analysis on a frame-by-frame basis was one that we decided upon
after extensive research and consideration. Initially, the idea of video input was intriguing to us
as it seemed logical from a task goal perspective: The initial input being a video would allow the
NN to recognize features such as hand movements, giving the NN temporal context to
determine the words being typed. However, when breaking down the problem we found issues
with video-based input.

Video-based feature extraction is a possible route for ML, with studies having been done
in the area. Action recognition is a common field, with the UCF50 [32] being one of the most
famous video datasets comprising over 6000 samples. Models such as MC3_18 are also crafted
for this purpose, being able to take in a large amount of input data, that being a 4-dimensional
tensor with height, width, channels, and a 4th temporal dimension. These models comprise a
3-dimensional CNN.

However, we chose not to due to the following reasons.

First, resource constraints. The heavy compute power required for video-based analysis,
due to sheer size of the data and the required network parameters, was difficult for us to obtain.
Studies show that video-based 3D CNNs can take 27 times the amount of compute compared to
2D CNNs doing frame-by-frame analysis [33], and thus 3D CNNs are inefficient a large portion
of the time. Since this amount of computing resource was not available to us, using video-based
analysis would lead to unfeasibly long training times and thus hinder our ability to conduct
iterative development and experiments into the tweaking of different constraints.

Second, the importance of temporal context was limited and could also lead to more
issues. Pre-frame context could explain why hand placement was different for different keys, for
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instance, as seen in Figure 2 where the same letter “b” is typed, but hand placement is different
due to the previous keystroke. However, it could lead to overfitting in the cases where the NN
learned patterns for certain words, for instance that “u” was often pressed after “q”. Without a
way to reliably ensure the NN would be able to distinguish characters, it would leave the NN
competent in sentence analysis while less competent in character analysis. Since the goal of
this experiment would be to simulate an attack vector, the data to be recovered is unlikely to
follow English syntax. Instead it may be a random string of ASCII as seen in many people’s
passwords. As such, each key press should be independent of other keystrokes, something that
would be difficult for video-based analysis to achieve.

Frame 1 Frame 2 Frame 3

Frame 4 Frame 5 Frame 6

Figure 2: This shows 6 frames from different samples whereby the same letter ‘b’ is typed. This
shows the importance of temporal context as due to hand placement before the frame in
question, some frames show the left hand used to type ‘b’, while other frames show the right
hand being used.

Our literature review further validated this stance, with most studies we found conducting
similar experiments also choosing to utilize each singular frame as input.

It is to be noted that we did attempt at a hybrid method, that being frame-based analysis,
where a set of three sequential frames would be the input, arranged in chronological order. This
was conducted by splitting the dataset into overlapping sets of three frames, with the center
frame being where the keystroke occurred. The theoretical idea was to include a brief amount of
temporal context, which was hypothesized to help the model better generalize out keystrokes as
it could extract information such as the previous and future positions of the fingers to gauge
travel. Results from this method can be found in Section 3.1.3.

2.2.3 Limitations of the dataset
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The dataset was far from evenly distributed in terms of keystroke types. This is plotted
out below in Figure 3. The spread between the most common key and least common key is also
rather large at 89210, between 'nothing'=89210 and 'question'=0, suggesting the dataset is far
from evenly weighted.

Keystroke Frequency (Descending Order)

|0000 4

60000

Frequency

&
=]
=
=

20000 4

Figure 3: Shows the number of occurrences for each keystroke label, sorted in descending
order. The distribution is imbalanced, with “nothing” labels and common keys such as space
dominating the dataset, while many other keys appear only rarely or not at all

Furthermore, there is severely low representation of certain keys, such as 'question’,
‘colon’, or 'Q', which have 0, 1 and 1 occurrences respectively. This is very concerning, as with
such low numbers of samples, the model will be unlikely to be able to generalize features for
these keys.

Next, the videos were far larger in terms of storage usage than necessary. Much of each
frame was redundant pixel data that did not contribute to the features needed to discern
keystrokes. As seen in figure 4, a significant portion of the image contains information outside
the keyboard, where little to nothing changes from frame to frame. Including such redundant
information will increase training times, and may even decrease accuracy as it draws model
attention away from the focus area, that being the keyboard.
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Sample Frame

Figure 4: Shows a sample frame. The unnecessary pixel data is highlighted in red. This
information is not important for the keystroke inference and just contributes additional noise.

However, by far the most pressing issue was the presence of seemingly random delays
in the videos. This delay was present between the timestamp indicated on the keystroke event
labels, and the actual frame at which the keystroke occurred, as judged visually by us.
Concerningly, the delay appeared to be random and present in both directions. From manual
inspection, we found instances of the timestamp preceding the keystroke by ~60ms, over 2
frames. In other instances, the timestamp was labeled more than ~50ms after the frame where
the keystroke visually occurred. There was a lack of discernible patterns to these delays: There
were multiple videos where positive offsets were initially observed, but as the frames
progressed, the offsets decreased and became negative. Other videos exhibited the opposite
effect.

This effect is illustrated in the below 5-frame timelines, Figures 5a, 5b, and 5c. Note that
“frame pts” refers to the timestamp in milliseconds as recorded by the camera. At refers to the
difference between “frame pts” and the recorded timestamp of the keypress. The frame
highlighted in red is the frame labelled with the keypress by the closest approximation.
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frame timeline on 'v' keypress frame timeline on 'e' keypress frame timeline on 'o' keypress
YP

frame pts=1366.7 ms frame pts=7300.0 ms frame pts=3966.7 ms
At=-73.3 ms At=-87.0 ms A=-75.3 ms

frame pts=1400.0 ms frame pts=7333.3 ms frame pts=4000.0 ms
At=-40.0 ms At=-53.7 ms At=-42.0 ms

frame pts=1433.3 ms frame pts=7366.7 ms frame pts=4033.3 ms
keytroke tmestamp=1440 ms keytroke tmestamp=7387 ms keytroke timestamp=4042 ms
At=-6.7 ms At=-20.3 ms At=-8.7 ms

frame pts=1466.7 ms frame pts=7400.0 ms frame pts=4066.7 ms
Ar=+26.7 ms At=+13.0ms A=+24.7 ms

frame pts=1500.0 ms frame p1s=7433.2 ms frame pts=4100.0 ms
Ar=+60.0 ms At=+46.3 ms At=4+58.0 ms

Figure 5a: Figure 5b: Figure 5c:
Timeline for a random ‘v’ Timeline for a random ‘e’ Timeline for a random ‘0’
keypress. In this series of keypress. In this series of keypress. In this series of

frames, the actual keypress  frames, the actual keypress  frames, the actual keypress
occurs at At=+60.0ms, 2 frames  occurs at At=-87.0ms, 2  occurs at At=-75.3ms, 2 frames
after the labeled frame. frames before the labeled before the labeled frame.
frame.
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A suspected reason is the method for data collection. The keystrokes recording was likely
conducted on the computer, allowing for little to no delay due to hardware wiring. Conversely,
the image-capture device was likely an external camera, and thus would face delays in
capturing keystrokes if linked wirelessly or with a slower hardware cable. However, this would
explain a fixed delay between label and actual keystroke, but does not adequately explain the
randomness observed. A possible further explanation is that the camera experienced variable
buffering, whereby images were stored before being written to memory. Since this is determined
by the speed of the write operation, it can vary from frame to frame, leading to a certain
randomness, or jitter, in delays.

Another possible reason is Variable Frame Rate (VFR), whereby the presentation
timestamp (PTS) of frames drifts and is corrected. This is a common capture mode, and is the
default on commercial cameras and mobile phones. VFR and PTS are reliable capture methods.
However, PTS is based on the camera's internal clock, which may run at variable speeds to the
keylogger clock. We suspect that small drifts built up, leading to offsets. Some drivers
periodically resync timestamps, producing sudden £1-2 frame shifts. This can explain the
random nature and changing direction of offsets.

Yet another hypothesis is an operating system problem that would have led to inaccurate
labels. Keystroke event timestamping is polled at a dynamic refresh rate. If under load, the
system may buffer event timestamps, delaying them by milliseconds. When the system later
processes them, this can introduce random delays. These delays would likely be going in one
direction, which is the camera capture being frames ahead of the labels. This can explain why,
at times, the keystroke frame occurs before the label.

The superposition of several sources is likely at play in this phenomenon. Do note that
we attempted, with some success, to mitigate this issue via labelling frames within a larger
temporal window, that being £50ms. This means that more frames, around three on average,
would be labelled with a certain label for a given keystroke. This aimed to increase the
generosity of the labelling, and ensure that keystrokes that occurred a temporal distance away
from the attached timestamp would still be captured with the correct label. The results will be
covered in Section 3.1.4

2.3 Data Preparation & Considerations

Below are the core steps of data preparation that we executed. Included also are our
additional considerations that went into this phase.

2.3.1 Data Normalization
Each frame in the dataset was represented by a tensor [C, H, W] of shape [3, 480, 640],

where 3 denotes the RGB color channels, 480 the image height in pixels, and 640 the image
width in pixels.
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Each RGB channel comprised integers from [0-255]. This required normalization, the
research standard for mapping [0-255] values to [0-1] floating representation. We chose to use
min-max normalization, known as rescaling. This involves a quick mathematical operation of
dividing every value by 255.

The rationale behind this normalization is to provide numerical stabilization in
optimization. Numerical stabilization is where the optimization algorithm can maintain accuracy
without amplifying data features. An unstable numerical method, conversely, displays significant
changes in outputs for minor changes in inputs, affecting model generalization [34]. High input
values (>1.0) can cause overflow or underflow issues for optimizers, leading to numerical
instability. This can be explained by common activation functions being designed with a stable
range of [0-1] in mind.

It should be noted that another method of normalization is z-scaling, also termed as
standardization, which we did attempt. This is where each value is rescaled such that the
resulting distribution has mean of zero and a unit variance. We compared the two methods of
normalization and their impact on model performance. Results of this comparison are in Section
3.1.1.

2.3.2 Data Transformation
Some transformation was done on the data.

First, the 3-Channel RGB frame data was flattened into a 1-Channel black and white
sample. This was a complicated process as it also involved changing the use of certain models,
which had to be augmented to accept single-channel data. One reason this was done is that
single-channel analysis helps limit the complexity of the space, thus reducing memory and
compute requirements. Another reason is that single-channel analysis may be better for pattern
recognition, especially for tasks like keystroke inference, where color is unimportant. For such
tasks, color data may dilute the number of features the NN can be attentive to, thus increasing
the unnecessary noise the model must learn to ignore. This is why such data augmentation is
seen in famous datasets such as the Modified National Institute of Standards and Technology
(MNIST) dataset [25]. This transformation is seen below in Figure 6.

19



ﬁ Research Archive of

o Rising Scholars (preprint) Where bright minds share their learnings

Grayscale Image

Figure 6: Shows a sample frame that has undergone the grayscale transformation.

Second, a contrast boost is applied to the image. This increases the differences in pixel
values, thus amplifying existing trends. The mathematical patterns present will have more
prominent differences, making it easier for the NN to extract relevant features. In this project, a
value of 2.0 was chosen for the contrast factor. The transformation is seen below in Figure 7.
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Grayscale and Contrast Boosted Image

Figure 7: Shows a sample frame that has undergone the grayscale transformation and the
subsequent contrast boost.

Third, the image is cropped. This addresses the limitation highlighted in 2.2.3 of
redundant pixel data by cropping out sections of the video that do not contain necessary
information for keystroke inference. The rationale is to reduce the amount of storage used by
the training set, thus speeding up loading and training times. Another rationale would be to
reduce the noise fed into the NN, ensuring it is better able to pick up on actual features such as
changes in hand placement. The crop is illustrated in Figure 8.
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Grayscale, Contrast Boosted, and Cropped Image
= 3

Figure 8: Shows a sample frame that has undergone the grayscale transformation, the
subsequent contrast boost, as well as the crop.

Fourth, downsampling of the video. This was a reduction in the pixel density of the image.
This was largely to decrease the size of the samples to reduce Random Access Memory (RAM)
usage and training times. This was deemed as practical as the initial resolution of the video,
[480, 640], was far higher than required for feature extraction. A scale factor is the size of the
output image as a fraction of the original image. We chose a downsampling scale factor of 0.5
after visually comparing other scales. This comparison is shown below in figures 9a, 9b and 9c.
As such, the final uncropped frame resolution was [240, 320], while the cropped frame
resolution was [150, 280].
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Original Image 0.5 scale Image
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Figures 9a, 9b, 9c, respectively. This set of images illustrate the different downsampling scale
factors, of 1.0, 0.5 and 0.25. As can be observed visually, a scale of 0.5 preserves the core
features without compromising resolution, while 0.25 results in a loss of significant details, such
as keyboard letters. As such, 0.5 scale is the most suitable.

Overall, these transformations reduced the training sample size from 58.31GB to 6.38GB.
This allowed for superior training speeds and accuracy.

2.3.3 Label and Frame Selection

This is to address the limitation highlighted in 2.2.3 of poor distribution of labels. Initially,
the dataset comprised 76 labels, including lower and uppercase alphabets, numbers,
punctuation, and other standard keyboard keys such as "Shift_L".

First, we merged lower-case and upper-case letters. This decision was due to the low
count of certain upper-case letters such as 'Q’, 'Z', and 'X". This was also decided as we felt that
capital letters may confuse the NN, considering it would have to extract the feature of the shift
key being held down when typing capital letters.
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Next, we removed all classes involving punctuation, excluding 'Space'. This was because
we wanted to focus on just the alphanumeric characters that were more prominent in the
dataset. Removed labels had their frames relabeled to 'nothing'.

Lastly, 'nothing' frames constituted the majority of the dataset (69.1% of all frames). Thus,
we applied random undersampling to reduce their dominance. We retained one out of every 30
'nothing' frames to preserve representativeness while preventing class imbalance, discarding
the remaining 29. This reduced the number of 'nothing' frames to 2880, resulting in a more
balanced dataset. Without this selection, the model could trivially achieve 69.1% accuracy by
always predicting 'nothing’, without learning to generalize to actual keystrokes. Thus, this step
was required.

These changes led to a better distribution, shown below in Figure 10. We were left with
38 classes.

Keystroke Frequency (Descending Order)

G000 4

5000 4

Frequency

Figure 10: Shows the number of occurrences for each keystroke label, sorted in descending
order. The distribution has been improved from Figure 3.

While distribution was improved, it is evident that it is still far from perfectly balanced. We
did not want any further data manipulation out of concern that it could impact training outcomes.
As such, we did attempt weighted training, also called class balanced training, which will be
reviewed in Section 3. Class balanced training is where loss contribution of each sample is
scaled by a weight inversely proportional to its class frequency. This prevents the model from
minimizing loss by favoring majority classes, incentivizing the model to generalize for rare
classes. This approach balances the loss so that each class contributes approximately equally
to the gradient update, regardless of its prevalence.
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class weights = [len(train samples) / (num classes *
d[i]) for 1 in range (num classes)]

weights tensor = torch.tensor(class weights,
dtype=torch.float) .to(device)

weights tensor = torch.clamp(weights tensor,
max=10.0, min=1.0)

We implemented this with the code snippet above. We used a basic inverse function to
compute inverse-frequency weights for all classes. We then convert this into a tensor for
PyTorch and clamp the weights to prevent destabilization due to extreme weights.

2.3.4 Data Loading

We chose a batch size of 16 for data loading. This was empirically determined as the
largest size that could be accommodated within the available GPU memory while maintaining
stable training dynamics. This is a smaller batch size, which helps introduce beneficial noise into
gradient descent. This allows for more changes in gradient per epoch, something important for
datasets of limited scale such as ours to achieve generalization.

2.4 Models

We evaluated multiple convolutional neural network (CNN) model architectures. Each
model had a different design paradigm, which would yield varying results on the keystroke
inference task. By benchmarking across a range of models, we sought to compare performance
and identify the most appropriate architecture. In this section, we will give a brief overview of the
models we chose to use, along with their features. For definition purposes, Floating Point
Operations (FLOPs) refers to a mathematical operation conducted on a floating-point number.
The total required FLOPs for a model's inference refers to the total number of operations the
model conducts to evaluate an input and produce an output, and is thus a measure of model
efficiency.

In addition to convolutional backbones, a feed-forward NN was implemented as a
baseline. This architecture is also called a Multi-Layer Perceptron (MLP).

We report parameters and total FLOPs at 224x224 resolution with 3-Channels for all
models (CNNs and MLP) to ensure fair comparability.

2.4.1 EfficientNet_b0 (CNN)
EfficientNet was introduced by Tan and Le (2019) [35] as a family of CNNs derived

through Neural Architecture Search (NAS), an automated process for designing highly optimized
architectures. This allowed for innovative optimization improvements; one example is
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depth-wise convolutions, where features are extracted on a per-channel basis, before later
being merged to capture information on the whole image, thus reducing compute used.
EfficientNet-BO is the baseline model.

EfficientNet-B0O achieves competitive ImageNet accuracy with substantially fewer
parameters and FLOPs compared to earlier CNNs. It is a strong base model and is often use in
vision problems as an initial baseline. Its emphasis on parameter efficiency also reduces the risk
of overfitting on small datasets.

EfficientNet-BO has approximately 5.3 million parameters and requires 0.39 billion FLOPs
for inference at standard 224x224 resolution with 3-Channels [36].

2.4.2 ResNet18 (CNN)

ResNet, introduced in Kaiming He et al. in 2015 [37], was the first major architecture to
popularize the concept of residual learning through skip connections. This is where input layer
features are combined with features of the output layer, allowing for the “skipping over” of layers
in between. Thus, ResNet is easier to optimize, and benefits from less gradient degradation with
increased depth. ResNet-18 is a standard variant in the ResNet family, with 18 layers.

ResNet-18 is also widely used in research. Its architecture enables efficient training and
strong convergence even without sophisticated scaling.

ResNet-18 has approximately 11.7 million parameters and requires 1.8 billion FLOPs at
224x224 resolution with 3-Channels [38], [39].

2.4.3 MobileNetV2_100 (CNN)

MobileNetV2, introduced by Sandler et al. in 2018 [40], is a CNN designed for efficient
deployment on mobile and other resource-constrained devices. This architecture takes an
inverse approach to ResNet, introducing inverted residuals and linear bottlenecks, where input
and output layers are limited in size while intermediate layers are allowed to increase
dimensionality. Intermediate layers are processed with depth-wise convolutions, similar to
MobileNetV1 and EfficientNet. This significantly reduces computation while maintaining
representational capacity. The “100” variant denotes the default width multiplier.

MobileNetV2-100 is a lightweight and powerful model, with fewer parameters than
ResNet-18 or EfficientNet. It has been widely used in medical imaging analysis. This model was
used to test the feasibility of keystroke inference being deployed on resource-constrained
devices. We hypothesize this to be the main vector of future attacks, given the more covert
nature of utilizing a mobile phone or a laptop to conduct the inference.

MobileNetV2-100 has approximately 3.5 million parameters and requires 0.3 billion
FLOPs at 224x224 resolution with 3-Channels [41].
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2.4.4 ConvNeXt_Tiny (CNN)

ConvNeXt, developed by Liu et al [42]. in 2022, is a CNN architecture inspired by design
elements of Vision Transformers (ViTs), a recent alternative to CNNs. Researches updated
traditional CNN structures with modern architecture choices. For example, the model uses large,
7x7 kernels so CNNs can capture broader context, similar to the global attention present in ViTs.
The Tiny variant is the smallest model in the ConvNeXt family.

ConvNeXt-Tiny achieves high accuracy with improved representational power. It thus
provides performance on par with the superior ViTs, while retaining the inductive bias and
efficiency of CNNs.

ConvNeXt-Tiny has approximately 28.0 million parameters and requires 4.47 billion
FLOPs at 224x224 resolution with 3-Channels [43].

2.4.5 Feed-Forward (MLP)

MLPs are the earliest form of artificial NNs, originating from a 1958 paper by F.
Rosenblatt [44]. They are more basic than modern architectures. In vision problems,
feed-forward is often seen as inferior to CNNs, as they are unable to evaluate features spatially.
This architecture consists solely of fully connected layers applied to flattened image tensors,
without the use of convolutional techniques to extract features. However, this does make MLPs
less computationally expensive. An example is how CNNs have sliding window analysis which
substantially increases the number of operations for a given image input size.

MLPs learn direct mappings from raw pixels to class labels. This means that every output
label in the output layer is directly connected to every pixel through a chain of dense weights.
This makes pattern recognition difficult as there is no explicit notion of locality.

Its inclusion served as a control to evaluate the extent to which spatial feature extraction
is necessary for keystroke classification. While computationally efficient and straightforward to
train, the model is hypothesized to underperform CNNs.

Parameter and FLOPs count can be calculated easily for a MLP. A 224x224 resolution
image tensor with 3-Channels can be flattened into a 150528 dimensional vector, and passed
through a stack of dense layers. Assuming one hidden layer, as we have implemented, this
would contain 77.4 million parameters, requiring around 0.15 billion FLOPs per forward pass.

2.5 Architecture Hyperparameters
Model hyperparameters refer to the initial configuration of the architecture that is set prior

to training. This section outlines the principal hyperparameters chosen in this study and their
rationale.
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2.5.1 Pretrained

We attempted using both pretrained (for CNN models) and non-pretrained
hyperparameters for the architectures used. We hypothesized that pretrained models were
lacking in accuracy. This was due to our reasoning that many commercial models are trained on
very large and varied datasets, and are not suited for a task requiring only a specific
classification ability. For instance, the reputable ImageNet-1k that was used to train EfficientNet
comprises 1000 object classes and 1281167 training images [45]. Many features learned within
the pretrained EfficientNet are likely not helpful for this study, and only further confuse the
model.

We considered layer freezing with pretrained models. This involves freezing the lower
layers within the CNN. Theoretically, this can capture low-level feature recognition that trained
CNNs have already mastered, while allowing the model to adjust later parameters
corresponding to higher-level features to extract finer details from samples. However, we
hypothesized that this would be unhelpful in this problem. This was due to the complex nature of
the task, where existing parameters likely had to be completely retuned to be used in such a
specific domain. We hypothesized that keystroke recognition requires significant retuning across
the network, as even low-level pretrained filters would not be sufficiently aligned with the visual
patterns in this dataset.

Non-pretrained architectures were used for the majority of experiments. We did run
experiments to compare pretrained architectures with pretrained architectures trained with
freezing, along with non-pretrained architectures. Results will be reported in Section 3.

2.5.2 Hidden Layer

A hidden fully connected layer of size 512 units was introduced in the classifier head.
This was to account for more complex feature extraction, and is often a standard design choice
for vision problems. Performance with the hidden layer was better than without, and these
results will again be shared in Section 3.

2.5.3 Dropout Rate

Dropout is a regularization technique, often used in vision problems and the wider ML
space. During training, a random selection of neurons are set to zero, the proportion of which is
determined by the dropout rate. This does not carry on to validation nor testing phases. This
encourages generalization and prevents overfitting, as it prevents the NN from relying on certain
specific pathways.

A dropout factor of 0.4 was chosen. This is rather aggressive but was chosen due to the
observed tendency to overfit and the small dataset size.

2.5.4 Rectified Linear Unit
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Rectified Linear Unit (ReLU) is a widely-used activation function in vision problems.
Defined as f(x) = max(0, x), it was utilized to introduce non-linearity into feature extraction. It
involves shutting off neurons whose parameters are negative. This enables the network to
model complex, non-linear relationships in the data that would not be possible with purely linear
functions. This helps increase the ability of the CNN to learn complex features.

2.6 Training Hyperparameters

Training was conducted on Kaggle hardware, a NVIDIA Tesla P100 GPU with 16 GB
VRAM, and 8 vCPUs.

criterion nn.CrossEntropyLoss (label smoothing=0.1)
optimizer = torch.optim.Adam (
filter(lambda p: p.requires grad,
model .parameters()),
lr=1e-3
)

The model was trained using cross-entropy loss with label smoothing as the objective
function. Cross-entropy loss is the standard for classification problems. This function penalizes
divergence between the predicted probability distribution and the ground truth label. Label
smoothing, set at a factor of 0.1, was incorporated to prevent the model from becoming
overconfident. Label smoothing functions by distributing a fraction of probability mass across
incorrect classes, promoting generalization. This is important for our project, where classes may
be visually similar. For example, the difference in frames between keystrokes adjacent on the
keyboard may prove difficult to discern for NNs.

Optimization was performed with the Adam optimizer. Adam combines the benefits of
Adaptive Gradient Algorithm and Root Mean Square Propagation [46]. Adam maintains
per-parameter learning rates that adapt based on both the mean and variance of past gradients.
This makes it especially effective for problems with sparse or noisy gradients, and suitable for
training models from scratch on limited data. Compared to optimizers such as stochastic
gradient descent (SGD), Adam typically converges faster and requires less manual learning rate
tuning.

A learning rate of 1x107® was used as the initial value.
2.6.1 Checkpoint system
A checkpoint system was introduced into the training loop. This was in response to

empirical trends of overfitting, whereby after a certain number of epochs the validation loss was
observed to increase rapidly while training loss continued to decrease.
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The system would choose to save the model when a new highest F1 score was attained.
Capturing the best model produced by training when improvements cease ensured that training
could run for a fixed number of epochs without risking degradation in generalization.

2.6.2 Learning Rate Scheduler

scheduler =
optimizer,
step size=10,
gamma=0.5

torch.optim.lr scheduler.StepLR (

Initially, we chose to use the basic time interval stepping for learning rate, shown above.
his schedule decays the learning rate by a factor of 0.5 every 10 epochs. However, we wanted

to try other learning rate schedulers as well.

scheduler =

optimizer,

mode="min"',

patience=5,

factor=0.5
)

scheduler.step(val loss)

torch.optim.lr scheduler.ReduceLROnPlateau (

#in training loop

We then attempted to implement progress-based intervals for stepping the learning rate.
This is seen in the snippet above, where the scheduler is set to ReduceLROnPlateau, and
scheduler.step is called every epoch to ensure learning rate is stepped proportional to validation
loss. When validation loss plateaued for five consecutive epochs, the learning rate was halved.
This was hypothesized to create a more effective training regime and is a common practice to

prevent overfitting.

Results comparing the two different methods are examined in Section 3.

2.7 Post-Processing

Post-processing is commonly employed in related work to improve the accuracy of NN
inference. For instance, some studies (see Section 1.1.2) incorporate text analysis algorithms as
an error-correction layer, leveraging linguistic patterns and contextual dependencies to correct

misclassified keystroke inferences.
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However, similar to our decision as to the inessential need for temporal context, we
chose not to include a post-processing step. Our main intention in this project is to target
keystroke inference of sensitive data, in particular inputs such as passwords. These are not
context nor language dependent. Text-analysis algorithms assume, and are constructed for, the
analysis of linguistically structured input. As such, these post-processing steps do not align with
our study’s goals.

2.8 Evaluation
2.8.1 F1 Score

The F1 score was chosen as our primary evaluation metric. It is typically used for
imbalanced datasets as a standard accuracy metric could potentially be misleading. This
combines precision and recall into a single score, with the final value being their harmonic
mean. The F1 score of a class is calculated using precision, the percentage of correct
classifications, and recall, the percentage of that class in the whole dataset that was identified.
These scores for each class are then combined using a weighted average to give a single
score. The score is from 0 to 1, with a higher score indicating better model performance. The
derivation of the F1 Score can be seen below in.

f= TP
1 TP +(FP + FN)

(TP = True Positive, FP = False Positive, FN = False Negative)

This was chosen due to dataset imbalance, seen in Figure 3. The accuracy metric, used
in multiple similar studies, is insufficient in this case. Accuracy can be misleading when majority
classes dominate, as it only reflects percentage of total correct inferences. F1 scores reflect a
model’s ability to correctly distinguish minority classes and thus are a more sophisticated
indicator of generalization, even under imbalance.

2.8.2 Other metrics

In evaluating training, we also employed 3 additional metrics to illustrate other
components of the training process. This was training loss, validation loss, and validation
accuracy.

Training Loss quantifies the error between model predictions and actual labels when
training. Decreasing loss is indicative of a model that is learning. Training loss is expected to
converge to a mostly steady value, with the speed of convergence being indicative of speed of
learning, while the value towards which training loss converges is indicative of depth of learning.
Higher speed of convergence to a lower loss value indicates faster learning and greater depth of
learning.
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Validation Loss quantifies how the model performs when labelling data not included in the
training dataset. This is used primarily as an indicator of overfitting—the phenomenon where the
model fails to generalize, instead adapting to recognize the training data and the specific noise
associated with each training set. This allows the model to perform exceptionally when
classifying training data, but poorly when attempting to classify data it was not trained on.
Validation loss is used in studies as a metric for overfitting, with increases in validation loss
mathematically indicating poorer accuracy in labelling validation data and thus implying
overfitting.

Lastly, Validation Accuracy was used. This refers to the proportion of keystrokes the
model correctly labelled in the validation dataset. A higher score is preferred as it indicates the
model is better at recognizing patterns and is generalizing. However, note that there is a weight
bias nature of validation accuracy, as common classes are given higher weightage due to the
presence of more instances of the class within the dataset. As such, the model may achieve a
higher validation accuracy by generalizing just a few common classes and thus fail to generalize
for less common classes. As such this metric, while useful, is not the main metric used to
determine performance.
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3 RESULTS AND ANALYSIS
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The general results of our experiments was a model that produced satisfactory results
indicative of a generalized solution.

We conducted a total of 26 successful training cycles of 60-100 epochs, producing 26
models with differing hyperparameters and results. In total, we spent 75 hours training models,
with each model taking between 2 to 13 hours to train due to varying hyperparameters.

The training cycles have been grouped into 10 different experiments, which each
compare two or more models. Each experiment in the following sections is used to deduce the
importance of certain hyperparameters, as well as analyze the implications of interesting results.

We evaluated the below results using F1 score, outlined in Section 2.8.1, as well as
epoch-based graphs of Training Loss, Validation Loss, and Validation Accuracy, outlined in

Section 2.8.2.

3.1 Results from dataset hyperparameters

3.1.1 Evaluating Normalization
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Figure 11a, 11b, 11c, 11d, respectively
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This experiment considered two models. The first model was trained with data prepared
using Min-Max normalization, and the second model was trained with data prepared using
z-scoring. These have been defined in Section 2.3.1. The aim of this experiment was to
evaluate the two normalization techniques.

Results show that training loss was nearly identical, seen in Figure 11b. Validation loss in
Figure 11d also indicated similar trends, that being overfitting beginning around epoch 10 for
both models. Figure 11c shows that validation accuracy remained closely linked together, with
z-scoring yielding a slightly higher accuracy of 0.453 compared to 0.452. When we consider F1
score in Figure 11a, we see that although trends diverge slightly as the models overfit, the initial
few epochs illustrate a growth closely tied to each other. Both models achieve the same peak F1
score of 0.498.

As such, we can consider that in this experiment, the use of Min-Max normalization
versus z-scoring normalization has no significant impact on model performance. We can
potentially infer this means that the footage had a significant and rather even spread in pixel
brightness values, such that both forms of normalization yielded similar datasets. Another
possible conclusion could be that our model is able to extract patterns regardless of
normalization method, which could be due to the sharp contrast between hand skin tone and
keyboard, which was present regardless of normalization.
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3.1.2 Evaluating Data Transformation
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Figure 12a, 12b, 12c, 12d, respectively

This experiment considered two models. The first model was trained with data
transformed as outlined in Section 2.3.2, while the second model was trained on data that was
not transformed. The aim of this experiment was to evaluate the usefulness of engaging in data
transformation in the preparation phase.

Results show large differences. In training loss, data transformation allowed for faster
convergence and convergence to a lower loss level, seen in Figure 12b. Validation loss in
Figure 12d, however, indicated that both models began overfitting at the same epoch, around
epoch 13 for both models. Figure 12c and 12a shows a large discrepancy in validation accuracy
and F1 score. The model trained on transformed data has a F1 score and validation accuracy
greater than the other model, with a peak F1 score of 0.453 compared to 0.217 for the model
trained without transformed data.

As such, we can consider that this experiment showcases the importance of data
transformation on model performance. This indicates that our hypothesis when executing data
transformation, that it would improve performance as it allows the model to better focus on
extracting essential patterns, can likely be accepted. It is also worth noting that the reduction in
file time from data transformation led to faster training times, from 8.7 minutes per epoch to 1.4
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minutes per epoch. This is another point of consideration for the importance of data
transformation.

3.1.3 Evaluating the addition of Time Context
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Figure 13a, 13b, 13c, 13d, respectively

Note that the addition of time context was accomplished via the methodology outlined in
Section 2.2.2, and in brief involves each data sample consisting of a series of three sequential
greyscaled images, stacked together as one tensor creating a 3-Channel sample attached to
one label.

This experiment considered four models, that being a non-pretrained ResNet model
trained on the regular dataset, a pretrained ResNet model trained on the regular dataset, a
non-pretrained ResNet model trained on a time context included dataset, and a non-pretrained
ResNet model trained on a time context included dataset. The intention was to have two sets of
comparisons between models with and without time context.

When considering Figure 13b, we see that time context allows for faster convergence to
a lower training loss value, which could indicate better learning. However, when we look at
figure 11d, we see that time context informed models, regardless of pretraining, begin overfitting
at earlier epochs, starting around epoch 9, while without time context models only start
overfitting around epoch 13. This could explain the lower training loss, as with time context
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overfitting occurs faster. F1 score in Figure 13a shows a clear trend, that time context informed
models perform worse than their non time informed counterpart models. The peak F1 score is
attained by the pretrained ResNet without time context, a value of 0.521. Interestingly, Figure
13c illustrates that time context seems to increase validation accuracy, seen by how both
pretrained and non-pretrained models improved in validation accuracy by a decent margin when
time context was introduced.

Thus, we can conclude that time context has a complicated effect on model performance.
We suggest that time context informed models have improved ability to learn common patterns,
but an inferior ability to generalize for classes with lower representation. This was inferred from
the lower F1 score but higher validation accuracy. We hypothesize this could be because time
context informed training requires larger quantities of data, and thus only performed well for
classes with larger representation within the dataset. Overall, as per F1 score, models without
time context perform better in this experiment.
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3.1.4 Evaluating Generous Labelling
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Figure 14a, 14b, 14c, 14d, respectively

This experiment considered two models. The first model was trained with the standard
dataset as outlined in the methodology. The second model was trained on a dataset where there
was a larger temporal window, that being £50ms instead of £30ms. The rationale and method
were outlined in section 2.2.3 and involves labelling multiple frames the same label for a given
keystroke. This is termed by us as “generous” labelling and was our attempt at mitigating the
issue outlined in 2.2.3 of random delay between frame and keystroke timestamps.

In training loss, generous labels allowed for faster convergence, while converging to
approximately a similar loss level as the model trained on non-generous labels, seen in Figure
14b. Validation loss in Figure 14d indicates that models trained on generous labels begin
overfitting earlier, around epoch 6 versus epoch 11. However, models trained on generous
labels overfit to a lesser degree, seen by how the steady state of validation loss was lower for
these models than those trained without generous labels. Both Figure 14c and 14a illustrate that
models trained on generous labels perform better, both in terms of validation accuracy and F1
score. The model trained on generous labels has a peak F1 score of 0.483 compared to 0.453
for the model trained on data not generously labelled.

38

Where bright minds share their learnings



A Research Archive of

o Rising Scholars (preprint) Where bright minds share their learnings

As such, we can surmise that this experiment illustrates how generous labels are able to
improve model performance, and this is likely due to it achieving our intended purpose of
mitigating the random delays, thus allowing for more accurate labelling.

3.2 Results from different models
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Figure 15a, 15b, 15¢c, 15d, respectively

This experiment considered five models. These are the models as outlined in Section 2.4,
and in brief they consist of EfficientNet_b0, ResNet18, MobileNetV2_ 100, ConvNeXt_Tiny, and
a Feed-Forward (MLP) architecture. It is worth noting that ConvNeXt_Tiny was the heaviest
model of these five, with the highest parameter and FLOPs as observed in Section 2.4, and this
led to prohibitively long training times. We stopped after 87 epochs as the Kaggle System timed
out due to an overrunning of 12 hours of training time. We chose not to resume training, since at
epoch 87 the trends were already largely clear, with improvement in the last 13 epochs deemed
unlikely and not worth the additional cost of time and compute.

Figure 15b illustrates training loss, where we can observe that EfficientNet converges the
fastest while Feed-Forward struggles to converge. Looking at level of loss convergence occurs
at, we can deduce that EfficientNet and ConvNeXt reach a deeper level of learning compared to
MobileNet and ResNet, while Feed-Forward converges far above the other models, indicating
difficulty in learning.
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Validation loss in Figure 15d indicates that EfficientNet began overfitting the first, with the
other CNN models following in the subsequent epochs. This could explain why EfficientNet has
such a fast training loss descent—that being it is overfitting very quickly. Interestingly,
Feed-Forward validation loss does not display signs of overfitting. When we consider Figure
15b, we conclude this is likely indicative of underfitting, where the feed-forward model is
struggling to extract patterns.

Figure 14c illustrates that MobileNet produces the best accuracy of all CNN models, with
ConvNeXt struggling the most. Feed-Forward produces results that are far better than
hypothesized, coming in the most accurate model by a thin margin. However, when we consider
F1 score in Figure 15a, we can observe that MobileNet is the best performer with a peak F1
score of 0.510, with Feed-Forward only having a peak F1 score of 0.466.

We hypothesize that this discrepancy between Feed-Forward validation accuracy and F1
score performance is due to the Feed-Forward model likely learning to “cheat” by guessing the
majority classes that dominated the dataset. This can be inferred as the low peak F1 score
indicates it was not generalizing well to less frequent classes. Thus, we can say that
Feed-Forward architecture struggled with this problem.

As such, we can conclude that this experiment showcases MobileNetV2 (100%) as the
best architecture overall for this problem. The feed-forward model’s underperformance was
predicted in Section 2.4.5, and thus likely indicates that spatial feature extraction is needed for
this problem. Convolutional architecture, and MobileNetV2 in particular, are more usable for this
case of vision-based classification.
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3.3 Results from architecture hyperparameters

3.3.1 Evaluating Model’s Pretraining
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Figure 16a, 16b, 16c, 16d, respectively

As outlined in Section 2.5.1, we wanted to investigate model pretraining and its effects on
results, as well as considering the hybrid case where pretrained models were trained with a
layer freezing method.

This experiment consisted of 3 models, one pretrained before training, one pretrained
and trained with layer freezing, and the last a non-pretrained model. To keep other factors
consistent, they were all training on the same dataset and were all ResNet architectures.

When considering Figure 16b depicting training loss, we see that the pretrained ResNet
converges faster and to a lower level of loss compared to the non-pretrained one. This indicates
that pretraining aids with learning. Interestingly, the model trained with layer freezing lags
behind. For the model trained with layer freezing, we observe “steps” in the training loss. We
suspect this could indicate freezing was successful, with each sudden increase in descent
possibly indicating a fresh layer being unfrozen. However, this method seems to worsen
learning speed, seen by the slower convergence, although the model does converge to a lower
loss value than non-pretrained ResNet.
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Figure 16d shows that regardless of pretraining, the models begin to overfit around
epoch 10. However, the pretrained model with layer freezing displays overfitting only at a later
epoch, around epoch 20. It is worth noting that this is unlikely to be an intended benefit of layer
freezing, and is likely caused by the slow convergence making it difficult to overfit in earlier
epochs.

Figure 16a and 16¢ show that pretrained ResNet outperforms non-pretrained ResNet in
both validation accuracy and F1 score, with the pretrained model attaining a peak F1 score of
0.521 compared to 0.499. In both figures, pretrained ResNet with layer freezing underperformed
significantly.

As such, this experiment illustrates that counter to our hypothesis, pretrained models
outperform non-pretrained models in this problem. Interestingly, the pretrained model with layer
freezing was vastly outperformed, which does align with our hypothesis. As such it can be
inferred that pretraining is useful in this problem, as patterns learned from general vision
problems likely aid with feature extraction like hand placement detection. Layer freezing likely
restricts the learning dynamics of the model, thus leading to the large discrepancy between
performance of layer freezing trained pretrained models and the pretrained model.
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3.3.2 Evaluating Class Balanced Training
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Figure 17a, 17b, 17c, 17d, respectively

This experiment compared two models, one trained with loss weights for class balancing
and one trained on unbalanced data. Our methodology for class balanced training was outlined
in Section 2.3.3, and it is hypothesized that class balanced training will help mitigate the issue of
imbalance dataset.

Figure 17b shows that independent of the presence of class balancing, speed of
convergence and thus speed of learning is roughly the same. However, class balanced training
does increase the loss value that the model converges too, which could be a concerning
indication of poorer depth of learning. When considering Figure 17d, we observe that overfitting
occurs around the same epoch, epoch 12, regardless of class balancing. Validation loss for
class balanced training remains consistently higher than without class balanced training, which
could be concerning as it indicates the model is not performing well and is often getting blind
predictions wrong. However, this is also likely due to how class balanced training has a different
calculation of loss, that being a weighted calculation. The high training and validation loss could
be a reflection of the unbalanced dataset: both models are likely struggling with rarer classes,
but for class balanced training this is penalized more with a greater loss than for unweighted
training. This is further supported by considering Figures 17a and 17c, where the class balanced
trained model outperforms the unbalanced one, with a higher F1 score and validation accuracy.
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The class balanced trained model achieves a peak F1 score of 0.513, versus 0.499 for the
unbalanced model.

This experiment indicates that our hypothesis holds true—that class balanced training
helps improve model performance as it likely partially counters the unbalanced dataset.

3.3.3 Evaluating Hidden Layer
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Figure 18a, 18b, 18c, 18d, respectively

The hidden layer, as outlined in Section 2.5.2, aims to add complexity to the feature
extraction ability of the network. We ran an experiment to evaluate our hypothesis that adding
an hidden layer boosted performance, seen in the above figures where we compare a model
with and a model without a hidden layer.

Figure 18b shows that the hidden layer has little impact on training, with the addition of a
hidden layer not significantly affecting speed of convergence nor the level of loss convergence
occurs at. Figure 18d shows that the hidden layer has a minor impact on overfitting, with
overfitting occurring around 2 epochs later when a hidden layer, and validation loss rising to a
higher value during overfitting. This can be likely explained as the model with a hidden layer
overfitting to a larger degree due to the increased complexity, allowing it to better fully adapt to
the training dataset. When we consider figures 18a and 18c, as hypothesized, the hidden layer
seems to boost performance. The model with a hidden layer has a higher peak F1 score of
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0.499, versus 0.487 for the model without a hidden layer. This increased performance is

similarly seen in validation accuracy.

As such, this experiment likely validates our claim about the hidden layer, and showcases
how the addition of a hidden layer in an architecture can help boost performance.

3.3.4 Evaluating Dropout Rate
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Figure 19a, 19b, 19c, 19d, respectively

Dropout rate, as outlined in Section 2.5.3, aims to improve regularization. This is
hypothesized to improve generalization and slow overfitting. We evaluate its usefulness in this
experiment, where we consider two models, one with a dropout rate of 0.4, and one without a

dropout rate.

Figure 19b shows that the dropout rate had little impact on training, with only a slightly
slower convergence to the same level of loss. Figure 19d shows that dropout rate does help
slow overfitting, albeit to a small degree. Overfitting occurs only about 3 epochs for the model
with a dropout rate. Figures 19a and 19c illustrate a performance improvement with the addition

of dropout rate, with a F1 score of 0.499 compared to 0.482.

As such, this experiment corroborates with our hypothesis that dropout rate improves

generalization and thus performance.
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3.4 Results from training hyperparameters

3.3.1 Evaluating Learning Rate Scheduler

Learning Rate Scheduler: F1 Score over epochs Learning Rate Scheduler: Training Loss over epochs
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Figure 20a, 20b, 20c, 20d, respectively

This experiment examines two different learning rate schedulers. The methodology was
explored in Section 2.6.2. This experiment compares two models, one trained with a time-based
learning rate, and the other with a progress-based learning rate. As stated previously, it is
hypothesized that progress-based learning rate scheduler will improve training.

Figure 20b shows that a time-based learning rate scheduler allowed for marginally faster
convergence to a lower loss level, indicating improved training. Figure 20d shows that
independent of learning rate scheduler, overfitting occurred around epoch 10. However, with a
time-based learning rate scheduler, there was a higher steady validation loss level reached,
which could be indicative of more severe overfitting. Figures 20a and 20c illustrate that
time-based learning rate scheduler seems to perform better than a progress-based one, with a
F1 score of 0.515 compared to 0.499.

As such, this experiment seemingly contradicts our initial hypothesis. It can be observed
from the results that the time-based learning rate scheduler is superior when it comes to model
performance. This may be explained by how the progressed-based learning rate scheduler was
suboptimally tuned for this experiment. Another possible explanation could be the smooth and
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deterministic nature of time-based learning rate decay. This thus avoids reliance on noisy
validation loss signals and provides a gradual convergence. The progress-based learning rate
scheduler could have been susceptive to validation loss fluctuations, leading to suboptimal

reductions in learning rate and thus poorer convergence.

3.5 Summary Of Results

The below Figure 21 summarizes the results from all 10 experiments run. Best condition

was judged based on F1 score, as outlined in the methodology.

# | Hyperparameter Best Condition

1 i Normalization [unclear]

2 : Data Transformation Data Transformed

3 i Time Context No Time Context

4 : Generous Labelling Generous Labels

5 i Architecture MobileNetV2_100

6 | Pretraining Pretrained Model

7 i Class Balanced Training Class Balanced Training
Present

8 i Hidden Layer Hidden Layer Present

9 : Dropout Rate Dropout Rate Present

10 | Learning Rate Scheduler Time-Based Scheduler

Figure 21

3.6 Best combination of hyperparameters worked the best

Using the results of the 10 experiments, we constructed one final experiment with the
best model using a combination of the above hyperparameters. This entails a model trained on
a dataset that was min-max normalized, transformed, lacked time context, and was generously
labelled. The architecture used was a pretrained MobileNetV2_ 100, with class balanced
training, a hidden layer, a dropout rate of 0.4, using a time-based scheduler. Below are the

results, shown in Figures 22a, 22b, 22c and 22d.
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Figure 22a, 22b, 22c, 22d, respectively

This experiment showcases the synthesis model. Model performance is superior to all
other training runs conducted, with a peak F1 score of 0.542 and a peak validation accuracy of
0.495, both exceeding all other 26 models. Thus, we can conclude that this combination of the
10 hyperparameters examined produces the most optimal results for this problem and dataset.
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4 CONCLUSION

Overall, we were able to accomplish the goal we set for this paper of being able to
synthesize the fundamentals of keystroke inference models and construct a baseline model with
a reduction in complexity, comprising only the most critical components.

Using only a simple Neural Network, without preprocessing or postprocessing, we were
able to produce a suitably generalized model despite training on a limited and flawed dataset.
We explored 10 different hyperparameters through 26 experimental training runs, to create a
proficient model with a configuration of hyperparameters that were optimized to some extent.
Overall, we were able to attain a model with a peak F1 score of 0.542, and a peak validation
accuracy of 0.495.

4.1 Implications

These results support our initial hypothesis and demonstrate that keystroke inference
remains a viable and replicable attack vector. Importantly, our findings suggest that such attacks
could be mounted even by adversaries with limited resources or expertise, underscoring the
need for further research into countermeasures and privacy-preserving defenses.

4.2 Potential Countermeasures

We engaged in a cursory review of literature surrounding countermeasures against such
attack vectors. We will share them in brief in this section. Several approaches have been
proposed [47], with one systemic review collating 55 studies on the matter. In brief, these
broadly centered on novel input methods and enhanced authentication interfaces designed to
resist observation or recording.

Regarding authentication methods, multiple papers suggested a Graphical Authentication
system. This involves incorporating a multi-layer security mechanism, comprising visual
elements along with traditional password verification. These visual elements could be color and
pattern matching, seen in one paper [48]. Another paper proposed a novel system, PassMatrix
[49], which utilized one-time login indicators and dynamically shifting input bars. These systems
prevent attackers from keystroke inference even after repeated observations.

Input methods were suggested, such as EyePassword [50] which utilized an on-screen
keyboard with input tied to eye pupil movement rather than a physical keyboard. This would thus
prevent deduction from passive video capture of physical keyboards. However, we suspect that
such a method may be susceptible to a similar attack, that being using passive video capture of
the person’s eye movements instead of hand movements.

Overall, while effective to some degree, these countermeasures have not been found to

be effective substitutes for traditional password entry. A suggested reason is the inconvenience
caused by some of these methods, such as password input from eye-tracking technology which
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would be foreign to many users. Another impediment is the increased error rates from such
password entry or graphical authentication, which can lead to frustration and customer
dissatisfaction. There is thus urgent need to research more current and effective methods to
counter this form of attack that can and will be rapidly adopted by online services, so as to
reduce the feasibility of this attack vector.

4.3 Limitations

Overall, while the results obtained were satisfactory, it is evident that we are unable to
reproduce the impressive results seen in other papers in this literature space. We hypothesize
this is due, largely, to the major limitation of frame-label mismatch present in our dataset.

The frame-label mismatch caused by the random time delays outlined in Section 2.2.3
are rather severe. The issue led to frames being mislabeled, and we suspect this was the main
reason for the model struggling. This is because with mislabeled data, patterns become harder
to extract and discern, which greatly affects generalization capabilities.

We did try to address this problem with generous labels, seen in Section 3.1.4. This did
improve the model slightly, as more frames where keystrokes actually occurred were captured
and labeled. However, this led to the additional problem of increased number mislabeled
frames. This can be observed in Figure 23a and 23b below, which illustrates this impact.

Timeline on 'i' (keystroke @ 1529 ms)

Figure 23a: This showcases a timeline on an i’ keystroke, with timestamp of 15629ms. The first
timeline shows normal labelling, while the second shows generous labelling. The red circle
shows where, by visual judgment, the actual keystroke occurs.

Figure 23a showcases that generous labelling can correctly label the frame where the
actual keystroke occurs, due to the generous temporal window considered. This is compared to
normal labelling which mislabels both the center frame, as well as the actual keystroke frame.
However, when we consider that generous labelling labels the third and fourth frame as
containing keystrokes when they do not, we see that generous labelling also results in two
mislabellings. Thus, in this example, generous labelling results in three correct labels and two

50



Q Research Archive of

o Rising Scholars (preprint) Where bright minds share their learnings

incorrect labels (counting ‘nothing’ frames), while normal labelling results in three correct labels
and two incorrect labels as well. Thus, there is no discernible improvement.

Timeline on 'u' (keystroke @ 9731 ms)

pts=9700.0 ms At=-31.0 ms pts=Y9766.7 ms At=+35.7 ms
ahel: nothing label: nothi

prE=0B00.0 ms At=+69.0 ms
thing lahal: nothing

MNormal labelling

t5=3666.T ms At=-64.3 ms
£ o

labds: nothing

Generous labelling (£50 ms)

Figure 23b: This showcases a timeline on an ‘u’ keystroke, with timestamp of 9731ms. The first
timeline shows normal labelling, while the second shows generous labelling. The red circles
show where, by visual judgment, the actual keystroke could have occurred.

Figure 23b shows a similar issue. Here, generous labelling is also able to correctly label a
frame where the actual keystroke occurs. However, when we consider total correct and incorrect
labels, we see that generous labelling results in two correct labels and three incorrect labels,
while normal labelling results in two correct labels and three incorrect labels as well. Thus, there
is also no discernible improvement.

As such, this is a likely reason why generous labels was not a complete solution to the
problem. This is thus a possible explanation for why the performance improvement obtained
from generous labelling was also not on par with the >95% benchmark set by existing literature.

Furthermore, this raises the concern that the performance boost noticed could also not
be due to improved generalization, but instead looser validation criteria as the validation dataset
is also generously labelled. This means that if the model guesses the label paired with a
mislabeled frame, it will receive a lower loss score despite the label being in fact false. This thus
complicates the validity of the F1 score and validation accuracy of generous labelling.

In conclusion, this method to combat this limitation is, itself, severely limited. We could
not produce alternative methods, other than a manual relabeling of the dataset which we lacked
the time and manpower to conduct.

4.3.1 Further Exploration of Frame-Label mismatch
This limitation does present an interesting point for further analysis, as it could be a
common issue that malicious actors will also face when executing such an attack vector. The

proposed reasons for this limitation—outlined in Section 2.2.3—likely also apply to any other
attack vector involving commercial cameras, unless there is a solution that can be implemented
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when capturing video. Furthermore, bad actors are unlikely to be able to obtain perfectly
frame-label pairs from covert passive video collection.

While other literature likely works around this limitation by having preprocessing, we can
assume the average malicious actor lacks such expertise and resources. As such, it is possible
that this limitation we faced will also impede their ability to conduct such an attack. If this is the
case, it could render this attack vector less feasible.

4.4 Future Direction of Research

We propose two future directions that research can be taken. These were decided upon
based on potential future adaptations of this attack vector.

4.4.1 Blind Recognition of Keystrokes

Blind recognition of keystrokes refers to the inference of keystrokes from video of just
hand placement. This was something accomplished by some papers mentioned in the literature
review, but we would like to revisit the problem with a similar synthesis and minimalist approach
as outlined in this paper.

The intention behind such research would be to improve feasibility of the attack vector.
Blind keystroke recognition allows for inference without a clear, or any, image of the keyboard.
This is more similar to a realistic attack scenario, where capturing a clean overhead shot of the
keyboard with keycap labels is unlikely.

If this research is successful, then countermeasures such as obscuring the keyboard
from view would become obsolete. This is thus an important future extension of our research.

4.4.2 Keystroke Inference on Mobile Phone Keyboards

Keystroke inference on mobile phone keyboards, while also achieved in current literature
[51], is another area that we can apply a similar simplistic methodology to, in order to gain a
better understanding of the attack vector as well as what the average malicious actor can
achieve.

With the rise of mobile banking, as well as the prevalence of sensitive operations
conducted on mobile phones in public, it is worth considering that such keystroke inference may
be utilized to attack mobile phone keyboards.

Such a project would also act as a proof of concept for future, more threatening studies.
For example, with keystroke inference of mobile keyboards, and the addition of blind inference
as mentioned in Section 4.3.1, current privacy methods such as polarized screen filters could be
rendered easily bypassable. Such an attack vector would be able to generalize keystrokes
based on finger movements alone, leaving mobile phone activity completely vulnerable to such
attacks.
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