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Abstract 

This paper investigates the effectiveness of drone-based security systems that 
employ a multi-sensor system where sophisticated sensors like optical, thermal, and 
acoustic sensors are employed to sweep and monitor secured spaces like prisons, 
government buildings, and crowded areas. These sensors were specifically chosen due 
to the commonality of these for the desired detection. Security systems with fixed 
cameras are not effective as they are limited by blind spots and structural barriers. Drone 
technology offers a versatile and mobile option that can dynamically scan large or 
complex areas, identifying suspicious individuals and the dangerous items they carry. 
This paper discusses the merits and drawbacks of security drones by reviewing recent 
developments and prior studies. Such merits and drawbacks include privacy issues, 
battery life, and legal complications. It focuses on establishing the optimal sensor 
configurations and evaluating the feasibility of employing drones in modern surveillance 
systems.  

Introduction 

In recent years, growing concerns about public safety and security breaches have 
led to the expansion of surveillance systems beyond traditional limitations. Situations 
such as prison contraband deliveries, mass shootings in public areas, and coordinated 
attacks in densely populated urban landscapes increase the need for smarter, more agile, 
and responsive surveillance measures. Traditional security cameras, much as they are 
favored, are afflicted by incomplete coverage, blind spots, and real-time response delay. 
These weaknesses are particularly acute in multifaceted settings such as prisons, 
government buildings, and large crowds, where threats may suddenly and unexpectedly 
emerge. 

Fixed-camera systems depend heavily on where they are placed and what they 
can observe. Once placed, the inability to relocate them exposes them to being 
obstructed by walls, furniture, or crowds, rendering a portion of an area covered under 
surveillance inaccessible. Furthermore, these systems are likely to require human 
intervention, opening room for human latency or error. In an era where speed of response 
and accurate detection are crucial, these limitations render traditional systems less 
reliable as standalone solutions to today's security challenges. Many of the drawbacks of 
fixed-camera systems can be mitigated using drone technology. 

Drone technology—otherwise known as unmanned aerial vehicles (UAVs)—is a 
potential solution. When outfitted with intelligent sensors and AI-based analytics, drones 
can independently fly through difficult-to-reach places, follow suspicious people, and 

1 



identify hazardous objects such as weapons or contraband. Their flexibility to move 
enables them to span larger regions and reposition dynamically according to evolving 
scenarios, offering live awareness of areas that were earlier not accessible. With thermal 
sensors, visual sensors, audio sensors, and advanced algorithms, drones can support 
and enhance current systems through the ability to see from the air, eliminate blind spots, 
and detect behavioral threats and physical targets (Al-Dosari,2024). 

For example, a hovering drone over a prison exercise yard can detect unusual 
movement patterns or fallen objects with the help of infrared and acoustic emissions. At a 
crowded concert hall, drones can detect violent stances or concealed firearms by tracking 
human posture and heat emissions. Multi-sensor fusion enables such systems to detect 
threats more accurately and reliably than single-modality systems, especially in 
environments where lighting is changing or noise levels are extreme. 

However, this new technology comes with its limitations. Drones are limited by 
their battery, computing power, and payload weight. Furthermore, using drones in open or 
sensitive environments poses ethical and legal concerns of surveillance, privacy, and 
data protection. These concerns must be adequately resolved when developing and 
deploying drone-based security systems. 

Based on these factors, this paper examines how drones equipped with various 
types of sensors—thermal, acoustic, optical, and computer vision—can be leveraged to 
enhance security surveillance in environments such as prisons and public gatherings. It 
takes into account the sets of technologies that have proven most effective in detecting 
individuals and the dangerous items they may carry, as well as how these systems are 
connected to or complement fixed-point surveillance tactics. 

Literature Review: 

In recent years, there has been a dramatic spike in the use of unmanned aerial 
vehicles (UAVs), or drones, for surveillance and security. Drones offer greater mobility, 
greater range, and the ability to adapt to changing situations than fixed surveillance 
systems, which makes them especially useful in complex or high-stakes situations. 
Studies have grown more oriented toward incorporating cutting-edge techniques like 
sensor fusion, object detection, and pose-based behavior analysis within drone systems 
to enhance threat recognition and situational awareness. The literature indicates a clear 
shift from initial experimental prototypes to practical real-world applications, highlighting 
both the virtues and persistent shortcomings of UAV-based surveillance. Collectively, 
these works constitute a valuable building block in assessing the function of drones in 
contemporary security operations. 

Research on drone-based surveillance and detection systems has grown 
exponentially over the last several years. Researchers and engineers have discovered 
the uses of drones in weapons detection, behavior observation, and situational 
awareness improvement in sophisticated environments. The articles provided below form 
the foundation for knowledge of the strengths and weaknesses of such technologies. 
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1.​ DeepGun: Firearm Detection Using Pose Estimation and Visual Features 
(2025) 

This new study suggests a hybrid approach to gun detection from visual input and 
human body pose estimation. In place of purely conventional object detection, the 
DeepGun model anticipates how a subject's body is oriented in terms of limb angles, 
hand location, and body position to determine whether a gun is being held or concealed. 
This is more accurate for cluttered or crowded scenes where traditional object 
identification will not succeed due to partial obstructions or low light. 

One of the most significant findings is that with further development, pose-aware 
detection will significantly reduce false positives and become a more precise tool for 
applications such as airports, prisons, or sports stadiums, where accuracy is paramount. 
On this project, DeepGun is a worthwhile precedent in combining image-based detection 
with movement body analysis—a protocol excellently transferable to drone systems that 
scan from above. 

2.​ Eye in the Sky: Real-Time Violent-Person Detection Using Drones (2018) 

In this early yet foundational paper, the authors developed a system that utilizes 
aerial drone monitoring and pose estimation networks to identify individuals perpetrating 
acts of violence. The model classifies individuals by spotting them with a feature pyramid 
network (FPN) and using heuristics depending on the orientation of their limbs to 
determine whether the individual is engaged in fighting, pushing, or threatening. 

What makes this research stand out is the focus placed on behavior, rather than 
objects. The system was field-tested and proved that it could differentiate between 
aggressive individuals and bystanders effectively, showing its potential to be used in 
crowd surveillance, protests, or prison facilities. Its real-time feature makes it particularly 
useful for drone platforms that must operate autonomously and make quick decisions. 

For this project, the Eye in the Sky model demonstrates the possibility of motion 
analysis and behavior recognition integration in drone surveillance, ranging from passive 
observation to active threat evaluation. 

3.​ Drone Detection and Tracking with Sensor Fusion (2022) 

This study provides one of the most comprehensive analyses of multi-sensor 
drone surveillance systems. The drone contains visible-light cameras, thermal cameras, 
acoustic sensors, a fisheye camera, an ADS-B receiver, and radar. Sensor 
fusion—combining data from all these sensors—enables the system to achieve high 
detection rates in a number of different environments and at other times of day. 

One of the most valuable findings of this research is that sensor fusion provides 
substantial reductions in false alarms, one of the usual issues of single-sensor systems. 
For example, thermal cameras provided nearly as much information as visual cameras at 
reduced resolution, which regularly was of use in low-light environments or night 
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missions. For surveillance missions by drones within prisons or at public events, for 
instance, this research illustrated the power of using multiple types of sensors when light 
and noise are usually at their lowest. 

4.​ Mobile Drone System for Contraband Detection in Prisons (AIAA, 2019) 

In this study, focus is given to a drone alarm system aimed at detecting 
contraband drops in prison environments. Compared to fixed cameras, these drones 
possess the ability to react to alarms, quickly scan rooms from above, and provide 
real-time feedback to guards. Although the system is still reliant on human controllers for 
making decisions, it shows the effectiveness of integrating drones with existing security 
procedures. 

Human-machine interaction is emphasized in studies, especially in environments 
where swift and accurate decision-making can prevent dangerous situations. Within this 
project, the AIAA system illustrates how drones can be used to complement current 
security systems by offering mobility, height, and real-time feedback. 

5.​ Drone Surveillance in Mega Event Security: A Case Study (2023) 

This case study evaluates the deployment of drone monitoring at a major 
international event. Drone imagery is contrasted with a fixed-camera and is shown to 
offer much better coverage, especially in areas hidden by stage equipment, tents, or 
crowds. Drones also enabled security personnel to detect threats sooner and more 
reliably. 

This real-life scenario supports the hypothesis that drone monitoring is not only 
efficient on paper but also functions efficiently in real-world situations. It further shows 
that drones can reduce the amount of ground personnel required by expanding the 
coverage area from the sky, which is important when budgeting for costs and manpower. 

●​ Common Themes Throughout Literature 

Throughout these five studies, several recurring themes and conclusions are made: 

1.​ Sensor fusion improves reliability. Multimodal systems that combine thermal, 
visual, acoustic, and radar inputs perform better in changing conditions and 
significantly reduce false positives. 

2.​ Behavior detection through pose estimation works well. Limb tracking and posture 
allow drones to detect potentially violent or suspicious behavior without 
necessarily observing a weapon directly. 

3.​ Mobility offers great advantages. Drones can travel through blind spots, ascend 
walls, and respond to alarms much more rapidly than ground-based surveillance. 
Success has been demonstrated in the real world. Mega-events and prison 
campuses are already where drones have shown clear superiority in real-world 
applications. 
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Methods 

To source appropriate research for this paper, Google Scholar was utilized as the 
preferred search database of academic articles and peer-reviewed journals. Sources were 
selected based on their subject matter relevance to drones and security detection, with specific 
consideration given to articles that examined the use of multi-sensor systems in detecting 
individuals and objects in secure or crowded environments. 

The search terms and search phrases used were the following: 

●​ "drone security" 
●​ "drone surveillance sensor fusion" 
●​ "drone pose estimation safety" 
●​ "drone thermal acoustic sensors" 
●​ "contraband detection drone prison" 

The articles published in the past ten years (2015–2025) were given priority so that the 
results remained up-to-date and captured development in AI and integration with drone sensors. 
In comparing research studies, the detection system was analyzed (object detection vs. 
behavior detection), sensors used (visual, thermal, acoustic, radar), location (controlled test 
laboratory experiments vs. case studies within the real world), and accuracy or rate of false 
positives reported. Priority was given to research that included examples of real-world 
deployments or quantitative evaluation in environments such as prisons, mega-events, or 
missions for public safety. 

Results 

Across the articles, several trends were apparent: Multi-sensor drones worked at a 
consistently higher level than single-sensor systems. Studies involving the combination of 
thermal, visual, and acoustic sensors indicated a significant reduction in false positives 
compared to single-modality approaches. For example, the Drone Detection and Tracking with 
Sensor Fusion (2022) study demonstrated the reduction in false alarms when combining thermal 
images with visual data, particularly during nighttime situations. 

First, behavioral recognition was enhanced with the incorporation of pose estimation. 
DeepGun (2025) and Eye in the Sky (2018) demonstrated that tracking human posture and the 
direction of limbs enabled drones to detect violent action or concealed guns even in crowded 
environments. DeepGun's hybrid pose estimation reduced false positives when picking up guns, 
while Eye in the Sky claimed that drones could spot aggressors amid groups of any number in 
real-time. 

Second, nighttime or obscured environments were addressed through thermal cameras. 
Thermal imaging performed well in locating individuals in low illumination, fog, or where there 
was severe visual blocking. In a research study titled Drone Detection and Tracking with Sensor 
Fusion (2022), thermal sensors provided detection nearly equal to that of visual cameras under 
low resolution, which proved their capability in nighttime operations. 

5 



Third, field deployments affirmed laboratory findings. The case study on Drone 
Surveillance in Mega Event Security (2023) established that multi-sensor drone setups were 
more effective than fixed cameras in handling populated, dynamic settings, offering early threat 
detection and blind-spot coverage. Similarly, the Mobile Drone System for Contraband Detection 
in Prisons (2019) was found to be useful in identifying contraband delivery that eluded 
ground-based detectors. 

Next, target tracking and suspect surveillance were better achieved through drones. 
Literature highlighted that drones would be able to follow suspicious individuals dynamically. 
This was seen both in Eye in the Sky and in the AIAA contraband study, where mobility allowed 
drones to follow suspects that static cameras could not. Collectively, these studies indicate that 
multi-sensor drone systems are more accurate, adaptable, and trustworthy than fixed 
surveillance or single-sensor drone approaches. 

​ ​ ​ ​ Table 1: Drone comparison and findings 

Study Detection 
Method 

Environment Key Findings 

Drone Detection 
and Tracking with 
Sensor Fusion 
(2022) 

Thermal, visual, 
and acoustic 
sensors 

Nighttime 
situations 

Demonstrated the reduction 
in false alarms when 
combining thermal images 
with visual data 

DeepGun (2025) 
Visual, Pose 

Crowded 
environment
s 

DeepGun's hybrid pose 
estimation reduced false 
positives when picking up 
guns 

Eye in the Sky 
(2018) 

Visual, Pose 
Groups of 
any number 

Drones could spot 
aggressors amid groups of 
any number in real-time 

Drone 
Surveillance in 
Mega Event 
Security (2023) 

Multi-sensor-dro
ne 

Dynamic 
settings 

Established that multi-sensor 
drone setups were better 
than fixed cameras. 
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Mobile Drone 
System for 
Contraband 
Detection in 
Prisons (2019) 

Mobile Drone 
System, 
Instrumentations 

Prison 
settings Useful in identifying 

contraband delivery eluding 
ground-based detectors. 

 

Discussion 

The research indicates that sensor fusion and pose estimation are the optimal means of 
enhancing drone surveillance under realistic settings. Drones, upon combining visual, thermal, 
and acoustic sensors, are capable of performing under varied conditions. Thermal sensors, for 
instance, address issues of poor lighting, and acoustic detection provides an additional sense in 
environments that are noisy and cluttered. Together, these findings suggest that the most 
effective drone surveillance systems are multi-sensor drone systems (visual, thermal, acoustic, 
and pose) because of their wide range of impactability for security at a higher scale. 

Why sensor combinations work best 

There are benefits and pitfalls to each of the sensor modalities. Visual cameras provide 
high-resolution detail but are useless in low light. Thermal cameras can work at night, but with 
lower resolution. Acoustic sensors pick up the noise of gunfire or shattering glass, but are 
readily influenced by background noise. Combining these modalities minimizes their drawbacks, 
creating more reliable detection with fewer false positives. 

Advantages and limitations of methodologies 

Pose estimation methods (Eye in the Sky, DeepGun) are useful for detecting human 
behavior and intent, as these are the most effective ways of spotting people and their items of 
interest.  They are, however, computationally expensive and may be limited by processing 
capacity or drone payload. Sensor fusion methods (Drone Detection and Tracking, Mega Event 
Security study) are best for learning to accept a range of environments, but are more expensive 
hardware and have complex integration. Single-sensor systems (novice visual or thermal 
systems) are cheaper and simpler but far less effective in real situations with environmental 
change. 

Practical concerns 

Though these developments are substantial, numerous challenges persist with the 
large-scale deployment of drones. Battery life remains a limitation because multiple sensors 
require more energy to process cameras, microphones, and onboard processors. Privacy and 
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legal issues also crop up where drones are deployed in public or sensitive environments, where 
surveillance may compromise civil liberties. Finally, harsh weather conditions such as heavy 
winds, rain, or heavy crowds affect drone stability and sensor accuracy. When it comes to 
battery life, future research will focus on developing a more efficient power source that can be 
easily equipped onto a drone.  

Conclusion 
 

In this research, the question was raised: What technology and sensor combinations 
have been most effective in enabling drones to detect individuals as well as the objects they 
carry in restricted security zones such as large public gatherings or government buildings? In 
multiple studies, the findings overwhelmingly point towards multi-sensor drone 
platforms—particularly combining visual, thermal, and acoustic detection with pose estimation 
techniques—consistently outperforming fixed-camera installations as well as single-sensor 
drones. 
 

The main contribution of this paper is the incorporation of new evidence showing that 
sensor fusion combined with behavior-based analysis yields the most reliable surveillance 
outcomes. Such systems improve situation awareness for intricate environments such as 
prisons, government complexes, and large crowds by avoiding false alarms, enabling nighttime 
detection, and improving responsiveness through drone maneuverability. The value of 
utilitarianism is in how drones have the ability to dynamically fill in blind spots, track suspects in 
real time, and augment human judgment during critical security intrusions. 
 

There are still constraints. The majority of systems are restrained by battery life, 
processing power, payload capacity, and hardware cost. Ethical and legal considerations, mainly 
issues around privacy and bulk surveillance in public spaces, must be ironed out before bulk 
deployment. Future research will need to tackle a number of important issues to further enhance 
the effectiveness and applicability of drone-based detection systems. To begin with, low-mass 
sensor development needs to be further advanced so that payload weight is kept to a minimum 
without compromising or even improving detection performance. Lightweight sensors would not 
only improve flight time but also enable drones to penetrate more diverse and constrained 
environments. Second, more efficient onboard processing algorithms will be required to allow 
drones to process information in real-time without relying too heavily on off-board computing 
hardware. Those algorithms will have to optimize speed, accuracy, and power efficiency so that 
decision-making can occur in real-time even under high-stakes or complex scenarios. Third, 
future designs should prioritize privacy protection and regulatory compliance, particularly as 
drones become more prevalent in public spaces. These will encompass incorporating robust 
data-handling mechanisms, anonymizing sensitive information, and adapting to shifting 
legislative landscapes. Lastly, larger-scale quantitative, real-world tests in various environmental 
and weather conditions will be necessary to verify laboratory findings. Field trials will provide 
invaluable insights into system limitations, inform design improvements, and provide assurance 
that drones are reliable and safe in practical applications. 
 

Briefly, sensor fusion-equipped drone-mounted surveillance systems provide a robust 
and dynamic solution to modern security needs. Beyond technical and ethical limitations, 
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continuous advancements in sensor fusion and artificial intelligence integration hold promise for 
creating safer, more intelligent, and more responsive security systems. 
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