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1 Abstract 

This study investigates the practical application of statistical machine learning techniques to 
predict average Instagram post user engagement based on an account’s follower count. It 
explores three distinct models—linear Regression, Random Forest Regression, and Neural 
Networks—for their effectiveness in modeling engagement patterns. Using recent Instagram 
data, each model is trained on the average user engagement for a profile. The predicted data is 
then compared to the actual data to determine the most accurate and viable model. The Neural 
Network excelled in capturing variance, having the highest R-squared value of the three models 
tested, but struggled with overfitting. Random Forest handled non-linear patterns well, having 
the lowest mean squared error out of the three modes, but it tended to overestimate. LASSO 
Regression was a balance between both the Neural Network and Random Forest Model, 
maintaining variance capture while reducing overestimation. Future research could refine 
models or explore hybrid approaches for better scalability. Machine learning shows promise in 
predicting post popularity, but further improvements are needed to aid social media creators and 
developers. 

2 Introduction 

Post user engagement on social media platforms refers to the interactions a post receives from 
its audience, serving as a key metric for measuring content effectiveness and audience interest. 
Engagement encompasses a variety of elements, including likes, comments, shares, saves, and 
click-throughs, each reflecting a different type of user interaction (Eckstein, 2024). These 
elements provide insights into user preferences and behavior, allowing content creators, brands, 
and marketers to evaluate the success of their strategies. Understanding post engagement is 
essential for optimizing content to foster stronger connections with the target audience and 
achieve specific goals, such as increasing visibility, driving traffic, or enhancing brand loyalty. 
This paper examines post engagement as a multifaceted metric and explores predictive models 
to understand better its relationship with account follower counts. However, predicting 
engagement solely based on follower count can be challenging due to varying audience 
behaviors and platform algorithms. To address this, machine learning (ML) techniques provide a 
powerful toolkit for developing predictive models. This research explores the use of Linear 
Regression, Random Forest Regression, and Neural Networks to model the relationship 
between follower count and engagement. By leveraging these methods, the study aims to 
uncover patterns and improve the accuracy of engagement predictions, offering actionable 
insights for social media strategy optimization. 

3 Methodology 

3.1Web scraping 

To collect Instagram data for this research, we employ PhantomBuster, an automation tool 
tailored to interact with platforms like Instagram. The tool automates the actions of scrolling and 
clicking to retrieve engagement statistics for posts. A list of Instagram accounts was imputed for 



targeted scraping. The tool extracts the number of likes and comments from each post and the 
number of followers from the corresponding profile.  This data is then placed in a data sheet 
where user engagement for each post is calculated. The collected data is then refined by 
removing outliers and duplicates to ensure. This methodology provides a scalable, efficient, and 
ethical approach to collecting Instagram data, enabling the subsequent application of machine 
learning models to analyze post-engagement patterns. 

3.2 Lasso Regression Model 

Lasso Regression (Least Absolute Shrinkage and Selection Operator) is a linear regression 
technique incorporating L1 regularization to enhance model performance and interpretability 
(Emmert-Streib & Dehmer, 2019). The model minimizes the sum of squared residuals while 
adding a penalty proportional to the absolute values of the regression coefficients. This 
regularization forces some coefficients to shrink to zero, effectively selecting a subset of relevant 
features. Lasso is instrumental when working with high-dimensional data, as it helps mitigate 
overfitting by simplifying the model. Lasso Regression explains the relationships between 
predictors and the target variable by focusing only on the most impactful variables. 

3.3 Random Forest Model 

The Random Forest model is an ensemble learning method that constructs multiple decision 
trees during training and aggregates their predictions to improve accuracy and reduce overfitting 
(Yiu, 2019). Each tree in the forest is built using a random subset of features and training data, 
introducing diversity in the model. During prediction, the outputs of individual trees are averaged 
(for regression) or voted on (for classification) to generate the final result. Random Forests are 
highly robust, capable of capturing non-linear relationships, and effective at handling missing 
data and outliers. Additionally, they provide feature importance metrics, which help identify the 
most influential predictors in the dataset. 

3.4 Neural Network Model 

Neural Networks are a class of machine learning models inspired by the structure and 
functioning of the human brain. They consist of layers of interconnected nodes, or neurons, 
where each neuron processes input data and passes the output to subsequent layers 
(GeeksforGeeks, 2019). Neural networks excel at capturing complex, non-linear relationships in 
data through their ability to learn hierarchical representations. The model's architecture typically 
includes an input layer, one or more hidden layers, and an output layer. Using activation 
functions and backpropagation to adjust weights during training, neural networks iteratively 
minimize prediction errors (GeeksforGeeks, 2019). While computationally intensive, they are 
highly versatile and practical, particularly for large datasets and problems involving intricate 
patterns. 

3.5 Average User Engagement 

Each of the selected Machine Learning Models requires an x input and y output to train off of 
and predict. The number of followers is the x value, and the average user engagement value is 
the y output. In this study, user engagement equals the total interactions (total likes plus total 



comments) divided by the total number of followers from the post's user profile (Zote, 2024). 
User engagement will be kept in decimal form and not converted to a percentage. 
 

3.6 Evaluation Metrics 

To evaluate the performance of the machine learning models and the effectiveness of the 
adjusted engagement metric, several key evaluation metrics are employed, including: 

• R² (R²): The R² metric measures the proportion of variance that the models predict. A higher R² 
value indicates a better fit to the original data. 
 
• Mean Squared Error (MSE): This metric measures the amount of error in statistical models' 
predictions. A higher value indicates more inaccurate predictions, whereas a lower value 
indicates more accurate predictions. 
 
• Histogram: A histogram provides insights into the prediction’s distribution and potential biases. 
It shows outliers 

4 Results 

4.1 Lasso Regression 

Figure 1: Histogram based on the count of User Engagement predictions standardized from a 
trained LASSO Regression model 



4.2 Random Forest 

Figure 2: Histogram based on the count of User Engagement predictions standardized from a 
trained Random Forest model 

4.3 Neural Network 

Figure 3: Histogram based on the count of User Engagement predictions standardized from a 
trained Neural Network model 

4.4 Mean Squared Error (MSE) and R-Squared (R²) 

 
 MSE R² 
LASSO 
Regression 5.5460 0.0789 
Random Forest 1.2340 0.0262 
Neural Network 11.5461 0.1359 



Table 1: MSE and R² value of each model’s predictions for User Engagement compared to the 
actual User Engagement 

5 Discussion 

5.1 Lasso Regression Model 

The LASSO Regression Model demonstrated its potential to improve User Engagement 
calculations. The histogram with a curve is lightly skewed to the left, suggesting that the model 
underpredicts actual values (Figure 1). However, an MSE of 5.5460 indicates that the model is 
relatively more accurate when compared to the Neural Network (Table 1). Also, the R-squared 
value of 0.0789 suggests that the LASSO model can better capture the data’s variance than the 
Random Forest model (Table 1). The LASSO regression model seems to be the most relatively 
accurate out of the three tested in the study. However, in more complex situations, with larger 
data sets and possible outliers, the model may fail due to its assumption of a linear relationship 
between variables. 

5.2 Random Forest Model 

The Random Forest Regression Model showcased its ability to minimize errors when predicting 
User Engagement values.  The histogram has a skewed curve to the right, suggesting that the 
Random Forest model underestimates high engagement values (Figure 2). If the model rarely 
predicts high values, it might not correctly capture patterns associated with high engagement. 
Also, with an R² value of .0262, this model could not capture the variance in the given data set 
as effectively as the other two models tested (Table 1). However, the model is shown to have 
minimal errors compared to the Neural Network and LASSO regression models, having an MSE 
of 1.2340 (Table 1). Discrepancies between predicted and actual values highlight areas for 
improvement, significantly when the model overestimated user engagement. 

5.3 Neural Network 

The Neural Network model exhibited promising predictive capabilities for User Engagement. 
Observing the histogram, the standardized predicted user engagement values that form a 
bi-modal curve concentrated on the left side of the histogram, suggesting the model predicts 
user engagement at multiple standard levels rather than following a simple regular or uniform 
pattern (Figure 3). This might explain why the Neural Network had the highest R² (0.1359) value 
out of all three models, capturing the data's variance best (Table 1). However, the Neural 
Networks MSE (11.5461) shows that the model predicts User Engagement values with more 
error than the LASSO or Random Forest Model (Table 1). Being the most complex of the three, 
more time for training and better computational hardware can increase the model's accuracy. 

6 Conclusion 

This study showcased the comparative analysis of lasso regression, neural networks, and 
random forests for predicting user post engagement on Instagram, highlighting distinct strengths 
and limitations for each model. With its interpretability, the Neural Network identified key 
predictors, demonstrating superior performance when capturing variance in the data, but it 
substantially overfits or underfits when predicting actual values. The Random Forest captured 
non-linear patterns and interactions, more effectively predicting values but still overestimating 



them. LASSO Regression balances the two models, offering power in capturing variance and 
more resilience to overestimating values. 

Future research could explore hybrid approaches or fine-tuning these models further to optimize 
accuracy and scalability for dynamic social media environments. More research is needed to 
improve these models so social media creators and developers can utilize the proper tools to 
improve their posts or platforms. 
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