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Abstract
Black defendants are 77% more likely to be labeled high-risk for violent recidivism than

white defendants, even when accounting for prior offenses, age, gender, and other factors. This
significant disparity highlights the urgency of addressing racial bias in predictive policing
algorithms in the criminal justice system. While technologies of predictive policing were
designed to enhance efficiency in law enforcement, they have quietly embedded systemic racial
biases that are devastating for minority communities. This paper examines how predictive
policing models contribute to cycles of over-policing and socio-economic inequality by relying on
historically biased data. My analysis presents the devastating consequences of wrongful arrests,
economic hardship, and psychological trauma, calling for urgent reforms. It outlines a way
forward in the quest for fairer and more ethical use of predictive technologies. This paper aims
to ensure policing technologies serve all communities equitably by improving data quality,
integrating restorative justice practices, and establishing robust oversight policies.

Introduction
Robert Williams, a Black man from Farmington Hills, Michigan, was arrested on January

9th, 2020 for allegedly stealing watches from a Detroit store. He had been working when his
wife called him telling him that the police were at his door, insisting he turn himself in. He drove
back home, where the Detroit police were waiting for him. They told him he was under arrest
and took him handcuffed into the car. Due to biased facial recognition software, the AI model
used by the police department was faulty, leading Williams to be arrested for a crime he didn’t
commit. Policing algorithms have become increasingly popular as law enforcement across the
United States and other parts of the world adopt advanced technologies to enhance their
technologies. With this comes numerous wrongful convictions, ruining the lives of many,
especially those of African descent. According to a study by ProPublica, the COMPAS algorithm
created by Northpointe (now known as Equivant), a widely used risk assessment tool, was
found to falsely flag Black defendants as future offenders twice as much compared to white
defendants. It also incorrectly predicted recidivism for Black defendants 44.9% of the time and
only 23.5% for White defendants (ProPublica, 2016). COMPAS uses many data points to predict
the chance someone will re-offend. The model uses things such as criminal history, age, and
employment status. These prediction scores are useful for judges when deciding how long to
sentence a criminal. Even though these models are helpful, they are often wrong, ruining lives
economically, socially, and psychologically. How exactly do predictive policing algorithms
contribute to racial bias in the judicial system, and how might we reduce the socioeconomic
harm inflicted on the innocent?
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First, I will introduce the paper’s central theme, addressing racial bias in different types of
predictive policing algorithms. I will outline the main objectives of this paper, including the
reasons for racial bias in these algorithms and propose possible solutions to alleviate the
socioeconomic harms done on communities. The next section will provide a detailed
examination of how and why these models work. I will explore the reasons and motivations for
using these predictive policing algorithms as well as how they work. The section will also
address sources of bias, including data quality and the training process taken. Following this, I
will analyze the downstream effects of racially biased policing. This segment will focus on the
consequences of biased policing in minority groups, such as the wrongful incrimination of
innocent defendants, the psychological impacts incrimination has on people, and the challenges
faced when re-entering the labor market. Then, I will focus on the solutions to mitigate these
racial bias issues, including changing datasets, enhancing accuracy, and establishing policies to
regulate the use of these technologies. Finally, I will conclude the paper by summarizing the
findings and emphasizing the importance of implementing said solutions in the real world.

Background
Predictive policing algorithms are progressively being used by police departments around

the United States to forecast crime and better allocate their resources. With the adoption of
these models, many states have become safer. Models like PredPol and HunchLab are used to
reduce crime and improve relations between police and the community. But why are police
departments worldwide adopting these models? Is it because they guarantee crime reduction?
Or that they ensure fairer policing practices? Law enforcement uses these models to ensure
more safety and reduce crime (Meijer & Wessels, 2019), yet these models still harm minority
communities.

Enhanced crime pattern analysis and resource allocation is one of the standout
advantages of predictive policing. Models like PredPol (now Geolitica), utilized by the LAPD, use
historical crime data to predict when and where crimes will likely occur. Then the model releases
maps giving cops a certain radius on where to patrol (Lapowsky, 2018). This allows the police
department to allocate resources more strategically, reducing crime (Sankin & Mattu, 2023).
Though most predictive policing algorithms are trained on crime data, HunchLab, another
policing algorithm, uses weather data, temporal cycle/event data, demographic data, and routine
activity modeling data. They believe that by using non-criminal data, the model can limit bias
and prevent the data from veering (Azavea, 2014). These models also improve community
security using historical data to prevent crime before it happens. Using algorithms to find
patterns, these models forecast potential criminals, allowing police officers to allocate their
resources effectively. The ShotSpotter model aids in the immediate response to gun violence
incidents and helps law enforcement detect and locate high-risk areas through real-time gunshot
detection (Meijer & Wessels, 2019). Additionally, these models can help when identifying
potential repeat offenders, allowing for lower recidivism rates. By using these models on those
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who are statistically likely to reoffend, law enforcement can implement preventative measures
for those people, reducing crime and promoting rehabilitation.

Predictive policing algorithms have revolutionized the way modern police forces function,
changing the way police departments operate, enhancing their ability to ensure public safety,
and increasing clearance rates (i.e. percentage of cases solved). Before using predictive
policing algorithms in the early 2000s, crime clearance rates were significantly lower. For
instance, from 1999-2002, the average clearance rate for all 4 years was 20.25%. The average
clearance rate from 2020-2022 was higher at 33.14%. With the implementation of policing
algorithms by the 2020s, multiple cities have seen improvements nationwide (FBI: UCR, n.d.).

Given these improvements, the question arises: how are these models biased? Why are
they considered “unethical”? There are multiple reasons why these models are biased. Most
predictive policing algorithms rely on historical crime data, which can be inherently biased due to
previous policing methods. If certain minority communities around the United States were
over-policed in the past due to human bias, then the models will reflect higher crime rates in
those specific areas. This results in continued over-policing in those areas, resulting in an
endless cycle of bias. This cycle is called a feedback loop, where the biased input leads to
biased predictions, resulting in biased output, and so on (Ensign & Friedler, 2018).

Furthermore, the design and implementation of predictive policing algorithms may
unintentionally be embedded with racial biases. For example, the COMPAS model, used to
assess the risks of recidivism, is racially biased towards African Americans, predicting higher
chances of recidivism compared to white defendants. Larson et al. (2016) concluded that
compared to white defendants, Black defendants were predicted to have a higher recidivism risk
and a higher risk score overall. Even when controlling data for prior crimes, age, gender, and
future recidivism, Black defendants were still 45% more likely to have a higher risk score
(Larson et al. 2016). These biases not only show the systemic inequalities of the data
themselves but also affect judicial decisions and help promote unequal treatment in the criminal
justice system. Therefore, the racial bias within predictive algorithms underlines the need for
thorough evaluation and accountability play in the development and use of such technologies in
order not to avoid further systemic discrimination.

Effects of Racial Bias in Policing
Given the biased nature of racial policing, the consequences of their deployment are

profound and extremely far-reaching. Not only do these biases distort data, they impact people’s
lives in many ways. Racial bias in policing algorithms often leads to wrongful incrimination of
innocent individuals, especially those from minority communities. Understanding AI policing
algorithms’ impact calls for recognizing how biases programmed into these algorithms drive
particular harms. The big difference here is that, while policing algorithms use traditional
techniques, AI policing algorithms use biased, historical data, targeting minority communities to
a greater degree and more frequently, due to flawed data input. Since these algorithms are
trained on years of biased data, minority neighborhoods are targeted, resulting in more
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surveillance and unjust arrests. These findings become cycles of targeting, with minority
communities being continuously flagged for surveillance and intervention, due to biases from the
past. The nature of these algorithms also ensures that members of the communities in question
are prioritized as plausible threats, regardless of their actual behavior. This leads to a cycle in
which the biased algorithm predictions cause increased police presence and intervention,
further reinforcing the data leading to their deployment. Like the COMPAS algorithm, unfair
monitoring is also seen in the use of the PredPol (now Geolitica) algorithm in African American
neighborhoods located in Oakland, California based on biased crime data (Lum & Isaac, 2016).
These wrongful incriminations caused by these machines have immediate and long-term
effects. Their impacts range from psychological stress and effects on familial relationships to
economic hardships and the inability to enter the job market.

The economic impacts of racial bias in policing algorithms extend far beyond those who
are wrongfully targeted; they have a lasting effect throughout entire communities, intensifying
the economic disparities. Individuals who face wrongful arrests and charges often go through
financial burdens, including costly legal fees and lost income due to the time spent dealing with
the justice system. Studies indicate that employment discrimination is predominantly found in
African American and Hispanic applicants (Quillian et al., 2017). According to a study by
Amanda Agan and Sonja Starr, employers are less likely to hire individuals with a criminal
record, regardless of their circumstances. They also say that callback rates for applicants with
and without convictions were 8.5% and 13.6%, respectively (Agan & Starr, 2017). These
economic hardships are not restricted to individual misfortune: they have wider implications for
minority communities that are targeted by policing algorithms. For example, Sharkey and
Torrats-Espinosa (2017) found that increased police presence and aggressive law enforcement
tactics correlate with a decline in economic activity and investments in those neighborhoods.
This reveals the broader impact of racial bias in policing algorithms, showing how biased
algorithms can contribute to the economic decline of entire communities, causing cycles of
poverty. Furthermore, the broader implications for economic stability are profound, as those
unable to find jobs are more likely to experience economic hardships and have higher risks of
recidivism (Looney & Turner, 2018). This creates another type of feedback loop, where
individuals are wrongfully charged, which then lowers their chances of another job, and then
increases the chances for them to commit a crime. In a 2018 study by Evan Rose, those who
lose their job are about 30% more likely to have committed a crime three years after a layoff
than their former coworkers who were not laid off (Rose, 2018).

The economic hardships faced by biased policing algorithms are only one side of the
broader harm inflicted upon individuals and communities. Beyond financial strain, these
algorithms cause psychological and social impacts, exacerbating the challenges faced by those
who are wrongfully arrested. Compared to White people, Black people are 3.23 times more
likely to be killed in a police encounter (Schwartz & Jahn, 2020). The psychological effects of
such encounters, especially those involving the killing of unarmed Black individuals, are
profound, extending far beyond just the immediate victims. Research suggests that these
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incidents contribute to significant mental health obstacles within Black communities, with police
killings of unarmed Black Americans causing an estimated 55 million excess poor mental health
days per year among Black adults in the U.S. (Bor et al., 2018). The study suggests these
numbers may underestimate the actual impact, as the data excludes potential spillover effects
on Black Americans in other states that could also affect their mental health. Furthermore, police
killings are often underreported, and some cases may have been missed in the data collection
process. These incidents increase feelings of threat, lack of fairness, and low self-worth, which
negatively affect mental health (Bor et al., 2018).

Racial bias in policing algorithms has profound, multi-dimensional effects on marginalized
communities, including incrimination of the innocent, economic problems, and psychological
distress. The use of biased historical data in the AI algorithms used in policing, such as
COMPAS and PredPol, triggers a vicious cycle of discrimination against minority
neighborhoods, further leading to over-policing and wrongful arrests. It distorts crime statistics
and generally amplifies economic inequality by burdening the victims with legal expenses, lost
wages, and diminished prospects. It also has ripple effects, punishing not merely individual
misfortune but suppressing economic activity and investment in whole communities as well as
reinforcing cycles of poverty. Moreover, the cost of increased surveillance and violence,
especially those fatal encounters with the police, tears at the social fabric of those communities
and erodes mental health. If anything, these kinds of harm only demonstrate how biased
algorithms in policing help exacerbate systemic inequities and underline the strong need for
these reforms to at least mitigate the far-reaching and damaging consequences.

Solutions
To counter the harmful effects of racial bias in policing algorithms, a different approach is

necessary. Biased data, mistaken predictions, and over-surveillance continue to harm minority
communities through wrongful arrests, economic devastation, and psycho-emotional trauma.
Addressing these challenges requires dealing with the root of the bias, correcting the systems
that perpetuate biases, and instituting mechanisms that could help avoid similar future incidents.
These three critical levers include: improving data quality, mitigating downstream harm with
social services, and creating clear policies on the use of these technologies. Implementing these
measures will take small but meaningful steps toward healing the effects of prejudiced
algorithms in building a fairer system.

Improving Data Quality
Armed with the task of overcoming machine bias, it is necessary to remember that

machine biases often stem from biased data. Currently, predictive policing algorithms are based
on historical arrest data and thus reinforce societal biases, such as the disproportionate number
of racial minorities arrested today. One way to reduce machine bias is through more diverse,
accurate, and complete data. Generally, AI algorithms are provided with diverse data on aspects
that are relevant to the purposes of a model. This is constituted mostly by structured data, which
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results from electronic records on various information, including but not limited to demographics
and socioeconomic status, which could potentially affect algorithm output. Diversifying data is a
well-regarded response to bias across various fields. For example, to minimize bias in
healthcare, providers may diversify data from patient medical claims records, surveys, wearable
devices, and many more health-related activities. In the stock market, models could be used to
analyze trends and make predictions. Predictive policing algorithms could follow an approach
similar to that of diversifying data in healthcare and the stock market. However, at this step,
sampling bias is extremely problematic because datasets may not represent the demographics
they are supposed to describe. For instance, a model that has been mostly trained on data from
older, non-Black males may generalize poorly for other demographic categories (Nazer et al.,
2023). Moreover, through incomplete data, misclassification, and measurement biases,
prevalence creates further inaccurate predictions and worsens disparities in underrepresented
populations (Nazer et al., 2023).

Overall, the scientists consider several lines for making datasets fairer. First, is the
serious pressure to include far more broad and varied sources of information. Researchers
propose not relying just on arrest records and crime statistics-which, with historic over-policing
of marginalized communities, are themselves also too often biased-including non-criminal data.
For example, methods such as that used by HunchLab draw on weather, community events,
and socioeconomic factors to lessen reliance on prejudiced criminal data. The resulting analysis
will then use non-criminal-based data, which gives a more comprehensive outline of that area
without the bias of prior cases of over-policing (Azavea, 2014). In addition, AI developers and
data scientists should not depend on a single source of data but rather pool data sets from
numerous institutions to guarantee the representation of important variables such as race,
ethnicity, and socioeconomic status (Nazer et al., 2023). This way, diversifying lowers the risk of
bias associated with the fallacies of generalization across different population subgroups.
Methods such as re-weighting and the imputation of missing data help in building more fair and
neutral models, at least where sensitive variables are unevenly distributed in a data sample. It
requires cooperation from researchers, authorities, and organizations to develop public datasets
that are fully inclusive and very comprehensive (Nazer et al., 2023). One more significant
improvement is data curation for balanced data, which is certainly a key step in preventing the
model from learning biased associations. This can sometimes require over-representing specific
groups in data or adding extra weight to certain variables. For example, algorithms developed
using historical crime data should balance inputs so the system cannot continually identify areas
with over-represented minority populations as high-risk zones, entering a self-perpetuating cycle
of biased predictions (Ensign & Friedler, 2018).

Likewise, data scientists are pushing collection processes further and getting finer grains
of information on variable factors such as income, education, and the context of neighborhoods
to give them insight into people and communities. Ethical frameworks on data collection,
anchored within community-based participatory research, ensure that processes for collecting
data—whenever possible—occur with and alongside communities, rather than to communities,
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so resultant datasets better reflect lived experience. Many researchers are aggressively
researching techniques to improve the fairness of algorithms on datasets and are placing more
emphasis on pipeline debiasing strategies from data collection to model training. In this,
adversarial debiasing frameworks with methodologies for fair representation learning aim to
remove the bias in the training phase so that the model becomes non-discriminatory concerning
given variables such as race or gender (Bellamy et al., 2019).

Overall, improving data and the process of gathering it, if done correctly, can alleviate a
lot of bias made by machines. Progressively, people are trying to collect more representative
data, including non-criminal data, and balance datasets so that biased predictions are not made.
This is especially important in predictive policing. Such a multi-faceted approach to dataset
improvement is one crucial step toward bringing fairness and justice to AI systems.

Promoting Social Services
While mitigating algorithmic bias is important, it's equally crucial to deal with the greater

social issues predictive policing serves to magnify. Algorithms that target the most marginalized
communities cause harm by exacerbating social inequalities and further stigmatizing those
populations. Social services and rehabilitation programs can balance and reduce harms by
addressing the root causes of the crimes committed, such as poverty, lack of education, and
mental health problems.

Social services are to be designed to further the principles of restorative justice in
policing, such as giving voice to the victims and addressing harms caused. This will mean
services that support an increased number of victims and offenders who will benefit from
facilitating collaboration by the police and external restorative justice providers, embedding
restorative justice into the police organization culture and decision-making processes. This
could disrupt cycles of harm and criminality, especially if this were delivered within a
victim-sensitive framework, supported by trained officers within a range of policing roles (Burn
et. al, 2018). For example, job training programs, housing assistance, and mental health
services all work to minimize the need for punitive responses and create community resilience
against the systemic biases baked into predictive policing models. Similarly, rehabilitative
programs need expansion and reform with an emphasis on restorative justice that supports
healing from harm rather than punishment. These practices encourage offenders to take
responsibility for their actions while simultaneously offering victims the opportunity for closure
and rehabilitation. If it is the case that the “offender” is the police department responsible for the
AI algorithm and the “victim” is the person wrongly incriminated, the use of restorative justice
can be very beneficial. For example, if a man was wrongly incriminated by an algorithm used by
the police department, restorative justice could be helpful in resolving the issue, on both ends. A
representative from the police department, the wrongly incriminated man, and a mediator could
have a meeting where both sides could lead to mutual understanding. The incriminated man
could share with the police how he was affected economically, psychologically, and mentally.
The representative from the police department could take responsibility for their actions through
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means of compensation or a public apology, understand the harm they have caused, and even
have an opportunity to redeem themselves by participating in community outreach programs. If
this is not the case, (where the incriminated person is the offender) restorative justice could help
decrease recidivism, lowering further adverse impacts from biased policing since the emphasis
shifts toward reconciliation within communities instead of further criminalization (Lanni, 2022).
More importantly, this is an investment in community cohesion that, over time, has a diffusing
effect on the negative impact of biased predictive policing algorithms on society. Community
engagement is also crucial in driving effectiveness within social services and rehabilitation
programs. Interventions based on lived experiences of marginalized populations contribute to
the application of broadened insights to interventions that could be more effective against what
are often very complex challenges and start to counteract negative influences from biased
algorithms.

The fight against the inequalities perpetuated by predictive policing algorithms
necessarily involves addressing harms downstream through increased social services and
rehabilitation programs. Indeed, it is in the application of supportive frameworks focusing on
rehabilitation, community engagement, and restorative justice whereby one can hope for a more
fair judiciary, one that will minimize the negative consequences of machine bias and foster a
truly fair and just world for all.

Governing Policing Algorithms
Predictive policing algorithms raise a number of ethical and legal issues regarding their

application. Regarding the fairness, efficacy, and ethics of deploying these algorithms, clear
policies should be developed respective to when they are applied. The policy’s context must
take into consideration geographic and situational parameters, type of crime forecasted, and the
role of human judgment in preventing uncritical application of forecasts (Lum & Isaac, 2016). If
the usage of these algorithms is not controlled or limited, people will still be wrongly incriminated
and the problem will worsen.

Predictive policing should be used only in very specific high-level instances and never
involve wholesale surveillance across the municipality. Damilola Sholademi (2024) sets the
context by saying that empirical research on predictive models in general reveals that results
are greatly influenced by insights derived from historic data. Countering this, Céline
Castets-Renard argues that it is important that policies clearly define geographic limits to
predictive policing to make sure that it is only applied within areas with recurring high crime
rates. Since most predictive algorithms depend on historical data, which are often indicative of
discriminatory practices, oversight of such systems is necessary to offer an objective application
of criminal justice assets and help mitigate biases made by the algorithm (Castets-Renard,
2021). Predictive policing algorithms should focus their target on serious offenses such as
violent crimes, which clearly threaten public safety, rather than over surveilling minority
communities that commit less severe crimes. Because the data driving these systems usually
embodies biased practices from the past, using algorithms for lesser crimes could exacerbate
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existing inequities. Such restrictions work to prevent an excess of policing, and these limitations
are placed on them so that human judgment and empathy are core to law enforcement
decisions (Castets-Renard, 2021).

Additionally, effective human oversight is needed to mitigate these risks in predictive
policing. To maintain oversight, human officers are responsible for reviewing algorithmic outputs
before any decision is made. This practice is crucial in high-stakes situations, as AI
systems—though helpful—can replicate existing biases and errors embedded in the data. These
risks highlight the need for human judgment to complement automated recommendations,
especially in areas requiring ethical and contextual awareness (Busuioc, 2022). The policy
should be clearly spelled out to indicate when human officers may override any system forecast,
so that the officers will be able to act at instances when suggestions proposed by algorithms
may not be in conformation to community norms and real conditions. For instance, law
enforcement personnel should receive training aimed at recognizing situations in which the
algorithm may exhibit bias or when its recommendations fail to account for local social
dynamics. In addition, it is essential to require ongoing evaluations of the system's accuracy and
its effects on communities, implementing modifications to algorithmic results in response to the
changing landscape of crime data and community input (Tréguer, 2021). Accountability
mechanisms need to be imposed on policymakers to ensure that outputs from algorithms are
reviewed periodically and any impacts they cause. When human judgments contradict the
recommendations made by algorithms, decision-making needs to be documented to assess
whether such decisions were appropriate and based on sound judgmental reason (Oluoch,
2024). Even if an algorithm makes a decision, the police officer in charge should use certain
data points and knowledge they would use without these models to make a proper decision,
before taking action. There should be accountability of officials for any decisions that lead to
unfair outcomes to ensure human interventions make better decisions, not perpetuate
algorithmic biases (Babuta & Oswald, 2020).

Overall, algorithm-based predictive policing should be used with well-set policies
regarding geographical and situational limits, human reviews, and overrides while embedding
ethics and efficiency. Otherwise, predictive policing has a high potential to make biased
decisions that further increase social inequalities, rather than acting to reduce crimes effectively.
Such policies would have to be designed in cooperation with multi-agency police agencies,
policy thinkers, and also the community in order to balance public safety with protection against
civil liberties.

Conclusion
This paper, through various examples, shows just how deeply predictive policing

algorithms affect racial bias within the judicial system. While these technologies are in place for
better law enforcement effectiveness, they ultimately create more harm to minority communities.
This analysis underlines how biases within algorithms, which are inherently tied with flawed
historical data, perpetuate a cycle of over-policing, economic inequality, and psychological harm.
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Biased models result in unfair outcomes, such as wrongful arrests and social stigmatization,
further worsening socio-economic disparities. Evidence of these consequences point to the
need for reforms regarding data quality, the inclusion of social services, and strict regulatory
oversight to temper these harms. This paper ultimately calls for a balanced approach to
predictive policing — one that is focused on preventing further injustices. If policymakers, the
police, and technology developers are to refine these systems to serve all communities better,
they must prioritize fairness and justice as guiding principles. Only by confronting the flaws
embedded within predictive policing can we begin to create a justice system upholding safety,
fairness, and humanity. We must decide whether we will allow technology to further exacerbate
the errors of the past or if we should innovate policing technology to truly represent the
principles of justice we aim to uphold.

10



References

1. Acemoglu, D., Johnson, S., & Robinson, J. A. (2001). The Colonial Origins of
Comparative Development: An Empirical Investigation. The American Economic Review,
91(5), 1369–1401.

2. Adensamer, A., & Klausner, L. D. (2021). “Part Man, Part Machine, All Cop”: Automation
in Policing. Frontiers in Artificial Intelligence, 4. https://doi.org/10.3389/frai.2021.655486

3. Angwin, J., Larson, J., Mattu, S., & Kirchner, L. (2016, May 23). Machine Bias. Retrieved
from ProPublica website:
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

4. Azavea. (2014). NYC_0002305. Retrieved from
https://www.brennancenter.org/sites/default/files/NYC_0002305_HunchlabPromoOvervie
w%20-%20Copy.pdf

5. Bagaric, M., Svilar, J., Bull, M., Hunter, D., & Stobbs, N. (2022). The Solution to the
Pervasive Bias and Discrimination in the Criminal Justice System: Transparent and Fair
Artificial Intelligence. American Criminal Law Review, 59, 95. Retrieved from
https://heinonline.org/HOL/LandingPage?handle=hein.journals/amcrimlr59&div=7&id=&p
age=

6. Bellamy, R. K. E., Mojsilovic, A., Nagar, S., Ramamurthy, K. N., Richards, J., Saha, D., …
Mehta, S. (2019). AI Fairness 360: An extensible toolkit for detecting and mitigating
algorithmic bias. IBM Journal of Research and Development, 63(4/5), 4:1–4:15.
https://doi.org/10.1147/jrd.2019.2942287

7. Berk, R. A. (2020). Artificial Intelligence, Predictive Policing, and Risk Assessment for
Law Enforcement. Annual Review of Criminology, 4(1).
https://doi.org/10.1146/annurev-criminol-051520-012342

8. Bor, J., Venkataramani, A. S., Williams, D. R., & Tsai, A. C. (2018). Police killings and
their spillover effects on the mental health of black Americans: a population-based,
quasi-experimental study. The Lancet, 392(10144), 302–310.
https://doi.org/10.1016/s0140-6736(18)31130-9

9. Burn, D., Crawford, A., & Gray, E. (2018). Enhancing the Use of Restorative Justice
within Policing. Retrieved from
https://sites.manchester.ac.uk/n8-policing-research-partnership/wp-content/uploads/sites/
315/2021/10/Restorative-justice-findings-final-Jan-2018.pdf

10.Busuioc, M. (2022, August 12). AI algorithmic oversight: new frontiers in regulation.
Retrieved from www.elgaronline.com website:
https://www.elgaronline.com/edcollchap-oa/book/9781839108990/book-part-9781839108
990-43.xml

11. Castets-Renard, C. (2021, July 20). Human Rights and Algorithmic Impact Assessment
for Predictive Policing. Retrieved from papers.ssrn.com website:
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3890283

11



12.College of Policing. (2022). Restorative justice Evidence briefing. Retrieved from
https://assets.college.police.uk/s3fs-public/2022-01/Restorative-justice-evidence-briefing.
pdf

13.Ensign, D., Friedler, S. A., Neville, S., Scheidegger, C., & Venkatasubramanian, S. (2018,
January 21). Runaway Feedback Loops in Predictive Policing. Retrieved from
proceedings.mlr.press website: https://proceedings.mlr.press/v81/ensign18a.html

14.Federal Bureau of Investigation. (2018). Crime in the U.S. Retrieved from FBI website:
https://ucr.fbi.gov/crime-in-the-u.s

15.Félix Tréguer. (2021). Doing Action-Research on Algorithmic Urban Policing: IA-Powered
Surveillance, Elusive Democratic Oversight. Hal.science.
https://hal.science/hal-03540934

16.Gramlich, J. (2024, April 24). What the data says about crime in the U.S. Retrieved from
Pew Research Center website:
https://www.pewresearch.org/short-reads/2024/04/24/what-the-data-says-about-crime-in-t
he-us/

17.Hao, K. (2019, February 4). This is how AI bias really happens—and why it’s so hard to
fix. Retrieved from MIT Technology Review website:
https://www.technologyreview.com/2019/02/04/137602/this-is-how-ai-bias-really-happens
and-why-its-so-hard-to-fix/

18.Jackson, E., & Mendoza, C. (2020). Setting the Record Straight: What the COMPAS
Core Risk and Need Assessment Is and Is Not. 2.1, 2(1).
https://doi.org/10.1162/99608f92.1b3dadaa

19.Jowaheer, Y. (2018). Effect of Implicit and Explicit Prejudice on Perceptions of Drug
Effect of Implicit and Explicit Prejudice on Perceptions of Drug Users of Different Races
Users of Different Races. Retrieved from
https://core.ac.uk/download/pdf/235418241.pdf#page=4.09

20.Lanni, A. (2022). COMMUNITY-BASED AND RESTORATIVE-JUSTICE
INTERVENTIONS TO REDUCE OVER-POLICING. American Journal of Law and
Equality, 2, 69–84. https://doi.org/10.1162/ajle_a_00040

21.Lapowsky, I. (2018, May 22). How the LAPD Uses Data to Predict Crime. Retrieved from
Wired website:
https://www.wired.com/story/los-angeles-police-department-predictive-policing/

22.Larson, J., Mattu, S., Kirchner, L., & Angwin, J. (2016, May 23). How We Analyzed the
COMPAS Recidivism Algorithm. Retrieved from ProPublica website:
https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm

23.Looney, A., & Turner, N. (2018, March 14). Work and opportunity before and after
incarceration. Retrieved from Brookings website:
https://www.brookings.edu/articles/work-and-opportunity-before-and-after-incarceration/

24.Lum, K., & Isaac, W. (2016). To predict and serve? Significance, 13(5), 14–19.
https://doi.org/10.1111/j.1740-9713.2016.00960.x

12



25.Management Concepts. (2024, July 26). The Ethics of Data Collection and Analytics.
Retrieved from Management Concepts website:
https://managementconcepts.com/resource/the-ethics-of-data-collection-and-analytics/

26.Meijer, A., & Wessels, M. (2019). Predictive policing: Review of benefits and drawbacks.
International Journal of Public Administration, 42(12), 1031–1039.
https://doi.org/10.1080/01900692.2019.1575664

27.Minocher, X., & Randall, C. (2020). Predictable policing: New technology, Old bias, and
Future Resistance in Big Data Surveillance. Convergence: The International Journal of
Research into New Media Technologies, 26(5-6), 135485652093383.
https://doi.org/10.1177/1354856520933838

28.National Center on Restorative Justice. (2024, January 23). Restorative Approaches to
Policing Institutes - National Center on Restorative Justice. Retrieved November 1, 2024,
from National Center on Restorative Justice website:
https://ncorj.org/institutes/restorative-approaches-to-policing-institutes/

29.Nazer, L., Zatarah, R., Waldrip, S., Janny, X. C. K., Moukheiber, M., Khanna, A. K., …
Mathur, P. (2023). Bias in artificial intelligence algorithms and recommendations for
mitigation. PLOS Digital Health, 2(6), e0000278–e0000278.
https://doi.org/10.1371/journal.pdig.0000278

30.Northpointe. (2015). Practitioner’s Guide to COMPAS Core. Retrieved from
https://s3.documentcloud.org/documents/2840784/Practitioner-s-Guide-to-COMPAS-Cor
e.pdf

31.Ntoutsi, E., Fafalios, P., Gadiraju, U., Iosifidis, V., Nejdl, W., Vidal, M., … Broelemann, K.
(2020). Bias in Data‐driven Artificial Intelligence systems—An Introductory Survey.
WIREs Data Mining and Knowledge Discovery, 10(3). https://doi.org/10.1002/widm.1356

32.O’Donnell, R. (2019). CHALLENGING RACIST PREDICTIVE POLICING ALGORITHMS
UNDER THE EQUAL PROTECTION CLAUSE. Retrieved from
https://www.nyulawreview.org/wp-content/uploads/2019/06/NYULawReview-94-3-ODonn
ell.pdf

33.Quillian, L., Pager, D., Hexel, O., & Midtbøen, A. H. (2017). Meta-analysis of field
experiments shows no change in racial discrimination in hiring over time. Proceedings of
the National Academy of Sciences, 114(41), 10870–10875.
https://doi.org/10.1073/pnas.1706255114

34.Rose, E., Card, D., Mccrary, J., Kline, P., Li, N., Nichols, A., … Yagan, D. (2018). The
Effects of Job Loss on Crime: Evidence From Administrative Data. Retrieved from
https://ekrose.github.io/files/jobloss_crime_ekr_vf.pdf

35.Sankin, A., & Mattu, S. (2023, October 2). Predictive Policing Software Terrible at
Predicting Crimes – The Markup. Retrieved from The Markup website:
https://themarkup.org/prediction-bias/2023/10/02/predictive-policing-software-terrible-at-p
redicting-crimes

13



36.Schwartz, G. L., & Jahn, J. L. (2020). Mapping fatal police violence across U.S.
metropolitan areas: Overall rates and racial/ethnic inequities, 2013-2017. PLOS ONE,
15(6). https://doi.org/10.1371/journal.pone.0229686

37.Shapiro, A. (2021). Accountability and indeterminacy in predictive policing. Routledge
EBooks, 185–213. https://doi.org/10.4324/9780429265365-10

38.Sholademi, D., & Raji, I. (2024). Predictive Policing: The Role of AI in Crime Prevention.
International Journal of Computer Applications Technology and Research.
https://doi.org/10.7753/ijcatr1310.1006

39.The Importance of the Community in Restorative Justice. (2023, March 23). Retrieved
from Restorative Justice 101 website:
https://restorativejustice101.com/the-importance-of-community-in-restorative-justice/

40.United States Department of Commerce . (2022). COMMERCE DATA ETHICS
FRAMEWORK 2022. Retrieved from
https://www.commerce.gov/sites/default/files/2023-02/DOC-Data-Ethics-Framework.pdf

41.UNSW Sydney. (2024, May 29). Data Ethics: Examples, Principles and Uses | UNSW
Online. Retrieved from studyonline.unsw.edu.au website:
https://studyonline.unsw.edu.au/blog/data-ethics-overview

42.Wang, L. (2022, December 22). New data: Police use of force rising for Black, female,
and older people; racial bias persists. Retrieved from Prison Policy Initiative website:
https://www.prisonpolicy.org/blog/2022/12/22/policing_survey/

43.Weltz, J., & Hardin, J. (2019). Over-Policing and Fairness in Machine Learning. Retrieved
from https://pages.pomona.edu/~jsh04747/Student%20Theses/justin_weltz_2019.pdf

44.Zaroff, A. (2022). AI-based Automated Decision Making: An investigative study on how it
impacts the rule of law, and the case for regulatory safeguards. Retrieved from
https://lup.lub.lu.se/luur/download?func=downloadFile&recordOId=9104598&fileOId=910
4605

14


